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What is hypothesis testing good for?
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 hypothesis testing uses statistical evidence to answer questions like:

 if we hire more policemen, will car theft rate drop significantly in our 

city?

 is there a significant gender discrimination in wages?

 does the unemployment vs. GDP growth ratio claimed by Okun’s Law 

hold in a particular economy?

 or more subtle questions like:

 does my production function exhibit diminishing returns to scale or 

not?

 does the effect of age on wages diminish over time (i.e., with growing 

age) or not?



Statistical Hypothesis Testing: A Reminder
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 Example: testing a hypothesis about population mean

 to remind you about the principle concepts of hypothesis testing, we’ll 

start with an example of a test about the population mean (something 

you have definitely seen in your statistics classes)

 imagine you want to find out whether a new diet actually helps people 

lose weight or whether it is completely useless (most diets are)

 you’ve collected data about 100 people, who had been on the diet for 8 

weeks

 let di denote the difference in the weights of ith person after and 

before the diet:

d = weight after – weight before

 you’re testing the average effect of a diet, which means you’re making 

a hypothesis about the population mean of d
(i.e., about Ed, which we’ll denote μ for brevity)

 first, you need to state the null and alternative hypotheses



Statistical Hypothesis Testing: A Reminder (cont’d)
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 in hypothesis testing, the null hypothesis is something you’re trying 

to disprove using the evidence in our data

 in order to show the diet works, you’ll actually be disproving it doesn’t

 therefore, the null hypothesis will be:

H0: μ = 0 (on average, there’s no effect)

 the alternative hypothesis is a vague definition of what you’re trying 

to show, e.g.:

H1: μ < 0 (on average, people lose weight)

 next, you look at the average effect of diet in your data and find that, 

say, d = –1.5 (in your sample, on average, people lost 1.5 kg)

 is that a reason to reject H0?

 we don’t know yet

 even if H0 is actually true, we would not expect the sample average 

to be exactly 0

 the question is whether –1.5 is sufficiently far away from zero so 

that we can reject H0

–
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 it’s not difficult to imagine that even if H0 is true, you can always 

end up with an “unlucky” sample with a mean of –1.5 

 however, if you use statistics and find out that the probability of 

obtaining a sample this extreme under H0 is less than 5%

(meaning you get –1.5 or less in less than 1 in 20 samples), you’ll 

probably think that you have a strong evidence that H0 is not true

 the number 5% here is called the level of significance of the test

 from here, we can see the following properties of hypothesis testing:

 we need statistical theory to find the sampling distribution of our 

test statistic (in this case, the sample mean)

 we’re working with probabilities all the time: we never know the 

right answer for sure; it might happen that we reject a null that 

actually is true (type I error)

 the probability of type I error is something we choose ourselves 

prior to carrying out the test (level of significance)

 once we know these things, we can find the rejection region



Statistical Hypothesis Testing: A Reminder (cont’d)
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 our test is one-tailed, we reject H0 only if our statistic is very small: 

 Note: if our test statistic falls out of the rejection region, we use the 

language “we fail to reject the null at the x% level” rather than “the null 

hypothesis is accepted at the x% level”

rejection region

area = 0.05

(level of significance)
sampling distribution of d

under H0

–

0
mean of d under H0

–
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 in the previous lecture, we actually developed all the theory needed to 

carry out the about a single population parameter, βj

 we talked about the distribution of the standardized estimator:

 the only thing in the formula that we actually do not know (or, cannot 

compute from our data) is the true population value of βj

 βj will be supplied by the null hypothesis; i.e., we hypothesize about 

the true population parameter

 then, we carry out a statistical test to see if we have enough evidence 

in our data in order to reject this hypothesis 

 we had two different results concerning the sampling distributions of 

standardized estimators:

1. under MLR.1 through MLR.5, as the sample size increases, the 

distributions of standardized estimators converge towards the 

standard normal distribution Normal(0,1)

2. under MLR.1 through MLR.6, the sampling distribution of 

standardized estimators is tn–k–1

se

ˆ

ˆ( )

j j

j
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 this basically means: if we have many observations (high n), we don’t 

need the normality assumption (MLR.6), and we can use the Normal 

distribution instead of Student’s t

 actually, we can use Student’s t anyway, because for high n, tn–k–1  is very

close to Normal(0,1)

 hence the name t-test

t1t3

t10

Normal(0,1)
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Testing whether the partial effect of xj on y is significant

 this is the typical test about a population parameter, and the one that 

Gretl shows automatically in every regression output

 as with the effect of a diet, the null hypothesis is the thing we want to 

disprove

 here, we want to disprove there’s no partial effect of xj on y; i.e.,

H0:  βj = 0.

 note that this is the partial effect:

 the null doesn’t claim that “xj has no effect on y” at all

 the correct way to put it is: “after x1,…,xj–1,xj+1,…,xk have been 

accounted for, xj has no effect on the expected value of y”

 under the null hypothesis, the standardized estimator has the form

 this is called the t-ratio

coefficient

standard errorse

ˆ

ˆ( )

j

j
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 under H0, t-ratio has the sampling distribution tn–k–1

(approximately or precisely, depending on whether MLR.6 holds)

 Gretl automatically carries out the two-tailed test:

H0:  βj = 0,

H1:  βj ≠ 0.

 the rejection region is on both tails of the distribution tn–k–1

 if the significance level is 5%, the area below each of the tails is 0.025

 therefore, the bounds of the tails are represented by the 2.5th and 

97.5th percentiles, respectively
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area = 0.025

tn–k–1

0

area = 0.025

2.5th percentile 97.5th percentile

rejection region rejection region



Model 1: OLS, using observations 1-328

Dependent variable: l_price

coefficient   std. error    t-ratio     p-value 

-----------------------------------------------------------

const 12.5593       0.0427981     293.5      0.0000    ***

km1000     −0.00147932   0.000263925    −5.605    4.50e-08  ***

age        −0.110341     0.00695126    −15.87     2.95e-042 ***

combi 0.0898678    0.0234522       3.832    0.0002    ***

diesel      0.164520     0.0240657       6.836    4.12e-011 ***

autogas 0.0521381    0.0610311       0.8543   0.3936   

octavia 0.563504     0.0249809      22.56     4.20e-068 ***

superb      1.07470      0.0510089      21.07     2.01e-062 ***

Mean dependent var 12.18048   S.D. dependent var 0.650827

Sum squared resid 9.090362   S.E. of regression   0.168545

R-squared            0.934370   Adjusted R-squared   0.932934

F(7, 320)            650.8311   P-value(F)           4.6e-185

Log-likelihood       122.6592   Akaike criterion    −229.3184

Schwarz criterion   −198.9742   Hannan-Quinn        −217.2119

97.5th percentile of t320 is 1.9674. Which of the explanatory variables 

is significant in the estimated equation? (Note the highlighted 

jargon.)
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 as you may have noticed, Gretl reports something called p-value next to 

the t-ratio

 what is the p-value?

 p-value is the probability of observing a test statistic (in our case, the

t-ratio) as extreme as we did, if the null hypothesis is true

 p-value is the smallest significance level at which the null hypothesis 

would be rejected for our value of the test statistic

 example: if our t-ratio is 1.63, then

p-value = Pr(|T|>1.63),     where T ∼ tn–k–1 

→  if p-value is less than our level of significance, we reject H0

→  low p-values represent strong evidence for rejecting H0

 low levels of p-values are highlighted with asterisks in Gretl

 * …… p-value < .10 (→ we can reject H0 at 10%)

 ** ….. p-value < .05 (→ we can reject H0 at 5%)

 *** … p-value < .01 (→ we can reject H0 at 1%)
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area = p-value/2

0 1.63–1.63

tn–k–1

total area = p-value
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− c c

− |t| |t|0

total area = p

total area = α
pdf of t(n − k − 1)



Model 1: OLS, using observations 1-328

Dependent variable: l_price

coefficient   std. error    t-ratio     p-value 

-----------------------------------------------------------

const 12.5593       0.0427981     293.5      0.0000    ***

km1000     −0.00147932   0.000263925    −5.605    4.50e-08  ***

age −0.110341     0.00695126    −15.87     2.95e-042 ***

combi 0.0898678    0.0234522       3.832    0.0002    ***

diesel      0.164520     0.0240657       6.836    4.12e-011 ***

autogas 0.0521381    0.0610311       0.8543   0.3936   

octavia 0.563504     0.0249809      22.56     4.20e-068 ***

superb      1.07470      0.0510089      21.07     2.01e-062 ***

Mean dependent var 12.18048   S.D. dependent var 0.650827

Sum squared resid 9.090362   S.E. of regression   0.168545

R-squared            0.934370   Adjusted R-squared   0.932934

F(7, 320)            650.8311   P-value(F)           4.6e-185

Log-likelihood       122.6592   Akaike criterion    −229.3184

Schwarz criterion   −198.9742   Hannan-Quinn        −217.2119

Significance stars in Gretl: *** p < 0.01, 0** p < 0.05, * p < 0.10

(in other SW usually different: *** p < 0.001, ** p < 0.01, * p < 0.05) 
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 one-tailed t-tests can be constructed analogously to their two-tailed 

counterparts

 however, it’s important to remember that for the “usual” t-test with the 

null hypothesis

H0:  βj = 0,

all regression packages (including Gretl) always calculate the p-values 

for the two-tailed version of the test

 the p-value of the one-tailed test can be easily calculated from the two-

tailed version:

p-value one-tailed = p-value two-tailed / 2 

 example:

 let’s again consider the test of the significance of xj (i.e., the above H0) 

with a t-ratio of 1.63

 this time, the alternative will be:

H1:  βj > 0



One-Tailed t-Tests (cont’d)
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total area = p-value two-tailed

0 1.63–1.63

total area = p-value one-tailed

Pr(T < 1.63) Pr(T >1.63)
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 obviously, we do not have to state the null in the form

H0:  βj = 0

 the theory we developed enables us to hypothesize about any value of 

the population parameter, e.g.:

H0:  βj = 1

 with this H0, we can’t say anything about the sampling distribution of

under H0

 instead, we’ll use the more general version of the t-statistic

which again has the tn–k–1 distribution under H0

coefficient

standard errorse

ˆ

ˆ( )

j

j
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Confidence Intervals
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 a 95% confidence interval (or interval estimate) for βj is the interval 

given by  

where c is the 97.5th percentile of tn–k–1

 interpretation: roughly speaking, it’s an interval that covers the true 

population parameter βj in 19 out of 20 samples (i.e., 95% of all 

samples)

 basic idea:

 the standardized estimator has (either precisely or asymptotically) 

the tn–k–1 distribution

 therefore,

seˆ ˆ( )j jc  

se

ˆ
Pr 0.95,

ˆ( )

j j

j

c c
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Confidence Intervals (cont’d)
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 for quick reference, it’s good to know the values of c (i.e., the 97.5th

percentiles of t) for different degrees of freedom:

 a simple rule of thumb for a 95% confidence interval:

estimated coefficient ± two of its standard errors

 similarly, for a 99% confidence interval:

estimated coefficient ± three of its standard errors

 the 99.5th percentiles of t:

df 2 5 10 20 50 100 1000

c 4.30 2.57 2.23 2.09 2.01 1.98 1.96

df 2 5 10 20 50 100 1000

c 9.92 4.03 3.17 2.84 2.67 2.62 2.58



Using Confidence Intervals for Hypothesis Testing   (
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 confidence intervals can be used to easily carry out the two-tailed test

H0:  βj = a

H1:  βj ≠ a

for any value a.

 the rule is as follows:

 H0 is rejected at the 5% significance level if, and only if, a is not in the 

95% confidence interval for βj

seˆ ˆ( )j jc  seˆ ˆ( )j jc   ˆ
j

a se ˆ( )ja c  se ˆ( )ja c  
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ˆ ˆ ˆ ˆ95% CI se( ) se( )
j j j j j j

β β c β β β c β       

ˆ ˆ

ˆ ˆse( ) se( )

j j j j
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c
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ˆ
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j

β β
c

β


 

-statistic is in the rejection regiont



t(320, 0.025) = 1.967

VARIABLE         COEFFICIENT      95% CONFIDENCE INTERVAL

const 12.5593           12.4751      12.6435

km1000           -0.00147932   -0.00199856 -0.000960068

age           -0.110341       -0.124017   -0.0966651

combi 0.0898678      0.0437279     0.136008

diesel            0.164520        0.117173     0.211867

autogas 0.0521381     -0.0679347     0.172211

octavia 0.563504        0.514356     0.612652

superb            1.07470         0.974346      1.17506

30



Sum-up: Three ways to conclude about the t-test
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 Rejection region

 No need to know the test statistic in order to determine the rejection 

region

 Critical value around two at the usual 5% level

 Confidence interval

 Interesting in its own right

 No need to specify the hypothesized value first

 Problem with one-tailed tests

 p-value

 No need to specify the significance level in advance, or: results 

immediately seen for varying significance levels



Testing Multiple Linear Restrictions: F-tests
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 what do I mean by “linear restrictions”?

 one linear restriction:

H0:  β1 = β2

 testing whether two variables have the same effect on the 

dependent one

 Wooldridge, p. 136: are the returns to education at junior colleges 

and four-year colleges identical?

 two linear restrictions:

H0: β3 = 0,

β4 = 0

 these are called exclusion restrictions (by setting β3 = β4 = 0, we 

effectively exclude x3 and x4 from the equation)

 we’re testing a joint significance of x3 and x4

 if H0 is true, x3 and x4 have no effect on y, once the effect of the 

remaining explanatory variables have been accounted for
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 we won’t cover all the theory behind the F-test here

 basic idea:

 we estimate two models: one with the restrictions imposed in H0 (the 

restricted model, R) and the one without these restrictions (the 

unrestricted model, U)

 by similar argumentation as the one we used for the discussion of R2

in nested models, we can observe that SSR can only increase as we 

impose new restrictions, i.e.

SSRR ≥ SSRU

 if the increase in SSR is huge, we have a strong evidence that the 

restrictions are not fulfilled in our data (the unrestricted model fits 

our data much better), and we reject H0

 the F-statistic used for hypothesis testing is:

( )

1
R U

U

SSR SSR q

SSR n k



 

the number of 

linear restrictions



Testing Multiple Linear Restrictions: F-tests (cont’d)
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 it’s obvious that large F-statistics make us reject H0

 but, which values are “large enough”?

 it can be shown that under H0, under the MLR.1 through MLR.5, the 

F-statistic has (asymptotically or precisely) the F-distribution with q

and n – k – 1 degrees of freedom, i.e.

 therefore, we reject H0 if the F-statistic is greater than the 95th

percentile of the F distribution (this can be found in statistical tables)

 fortunately, Gretl calculates all these things for us, and reports the p-

value for the F-test

 so, it’s enough to remember what the null hypothesis tells us and how 

we can use p-values to evaluate a hypothesis test  ☺

, 1

( )

1
R U

q n k
U

SSR SSR q
F

SSR n k
 




 



Model 1: OLS, using observations 1-328

Dependent variable: l_price

coefficient   std. error    t-ratio     p-value 

-----------------------------------------------------------

const 12.5593       0.0427981     293.5      0.0000    ***

km1000     −0.00147932   0.000263925    −5.605    4.50e-08  ***

age −0.110341     0.00695126    −15.87     2.95e-042 ***

combi 0.0898678    0.0234522       3.832    0.0002    ***

diesel      0.164520     0.0240657       6.836    4.12e-011 ***

autogas 0.0521381    0.0610311       0.8543   0.3936   

octavia 0.563504     0.0249809      22.56     4.20e-068 ***

superb      1.07470      0.0510089      21.07     2.01e-062 ***

Mean dependent var 12.18048   S.D. dependent var 0.650827

Sum squared resid 9.090362   S.E. of regression   0.168545

R-squared            0.934370   Adjusted R-squared   0.932934

F(7, 320)            650.8311   P-value(F)           4.6e-185

Log-likelihood       122.6592   Akaike criterion    −229.3184

Schwarz criterion   −198.9742   Hannan-Quinn        −217.2119

Does fuel type matter? In other words, are diesel and autogas jointly 

significant?



Null hypothesis: the regression parameters are zero for the variables

diesel, autogas

Test statistic: F(2, 320) = 23.4104, p-value 3.24608e-010

Omitting variables improved 0 of 3 information criteria.

Model 2: OLS, using observations 1-328

Dependent variable: l_price

coefficient   std. error    t-ratio    p-value 

----------------------------------------------------------

const 12.6247       0.0444711     283.9     0.0000    ***

km1000     −0.00122462   0.000278073    −4.404   1.45e-05  ***

age        −0.121677     0.00720144    −16.90    2.67e-046 ***

combi 0.115870     0.0246988       4.691   4.02e-06  ***

octavia 0.584548     0.0264572      22.09    1.75e-066 ***

superb      1.11115      0.0541394      20.52    1.92e-060 ***

Mean dependent var 12.18048   S.D. dependent var 0.650827

Sum squared resid 10.42042   S.E. of regression   0.179893

R-squared            0.924767   Adjusted R-squared   0.923599

F(5, 322)            791.6110   P-value(F)           1.7e-178

Log-likelihood       100.2646   Akaike criterion    −188.5291

Schwarz criterion   −165.7710   Hannan-Quinn        −179.4493

Log-likelihood for price = −3894.93



Model 1: OLS, using observations 1-328

Dependent variable: l_price

coefficient   std. error    t-ratio     p-value 

-----------------------------------------------------------

const 12.5593       0.0427981     293.5      0.0000    ***

km1000     −0.00147932   0.000263925    −5.605    4.50e-08  ***

age        −0.110341     0.00695126    −15.87     2.95e-042 ***

combi 0.0898678    0.0234522       3.832    0.0002    ***

diesel      0.164520     0.0240657       6.836    4.12e-011 ***

autogas 0.0521381    0.0610311       0.8543   0.3936   

octavia 0.563504     0.0249809      22.56     4.20e-068 ***

superb      1.07470      0.0510089      21.07     2.01e-062 ***

Mean dependent var 12.18048   S.D. dependent var 0.650827

Sum squared resid 9.090362   S.E. of regression   0.168545

R-squared            0.934370   Adjusted R-squared   0.932934

F(7, 320)            650.8311   P-value(F)           4.6e-185

Log-likelihood       122.6592   Akaike criterion    −229.3184

Schwarz criterion   −198.9742   Hannan-Quinn        −217.2119

Overall F-test: null hypothesis is (simple way to write all k restrictions):

H0: β1 = β2 = … = βk = 0 



 Consider three null hypotheses:

a) H0: β1 = 0, β2 = 0 (→ F-test of joint significance of x1 and x2)

b) H0: β1 = 0 (→ t-test of individual significance of x1)

c) H0: β2 = 0 (→ t-test of individual significance of x2)

 Which of the following can happen?

1) Reject all.

2) Reject none.

3) Reject (a) & (b), do not reject (c).

4) Reject (a), do not reject (b) & (c).

5) Reject (b), do not reject (a) & (c).

6) Reject (b) & (c), do not reject (a).

Relationship Between F and t Tests
38
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(1)         (2)         (3)     

const 12.6**      12.6**      12.7**

(0.0428)    (0.0753)    (0.0441)

km1000       -0.00148**  -0.00148**  -0.00148**

(0.000264)  (0.000264)  (0.000264)

age          -0.110**    -0.110**    -0.110**

(0.00695)   (0.00695)   (0.00695)

combi 0.0899**    0.0899**    0.0899**

(0.0235)    (0.0235)    (0.0235)

octavia 0.564**     0.564**     0.564**

(0.0250)    (0.0250)    (0.0250)

superb           1.07**      1.07**      1.07**

(0.0510)    (0.0510)    (0.0510)

diesel          0.165**     0.112*             

(0.0241)    (0.0637)            

autogas 0.0521                  -0.112* 

(0.0610)                (0.0637)

petrol                    -0.0521      -0.165**

(0.0610)    (0.0241)

Stars light up and 
fade away…

Intercepts differ. 
Why? 

No change here.



Test on Model 2:

Null hypothesis: the regression parameters are zero for the variables

diesel, petrol

Test statistic: F(2, 320) = 23.4104, p-value 3.24608e-010

Omitting variables improved 0 of 3 information criteria.

Test on Model 1:

Null hypothesis: the regression parameters are zero for the variables

diesel, autogas

Test statistic: F(2, 320) = 23.4104, p-value 3.24608e-010

Omitting variables improved 0 of 3 information criteria.

Test on Model 3:

Null hypothesis: the regression parameters are zero for the variables

petrol, autogas

Test statistic: F(2, 320) = 23.4104, p-value 3.24608e-010

Omitting variables improved 0 of 3 information criteria.



Relationship Between F and t Tests
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 you might have noticed that we can also use the F-test for

H0:  βj = 0,

H1:  βj ≠ 0.

 this is what we used t-tests for

 then you might ask: which one is better?

 the answer is that it doesn’t really matter: the results will be the same

 in fact the t-statistic squared has an F-distribution with 1 degree of 

freedom in the numerator

 formally,

 note that, for large degrees of freedom, the critical values (c) are

 1,96 for the t-test (using tdf )

 3.84 for the F test (using F1,df )

 and 1.962 = 3.84

    2
1 1, 1n k n kT t T F



coefficient   std. error    t-ratio     p-value 

-----------------------------------------------------------

const 12.5593       0.0427981     293.5      0.0000    ***

km1000     −0.00147932   0.000263925    −5.605    4.50e-08  ***

age        −0.110341     0.00695126    −15.87     2.95e-042 ***

combi 0.0898678    0.0234522       3.832    0.0002    ***

diesel      0.164520     0.0240657       6.836    4.12e-011 ***

autogas 0.0521381    0.0610311       0.8543   0.3936   

octavia 0.563504     0.0249809      22.56     4.20e-068 ***

superb      1.07470      0.0510089      21.07     2.01e-062 ***

Test on Model 1:

Null hypothesis: the regression parameter is zero for autogas

Test statistic: F(1, 320) = 0.729807, p-value 0.393585

Note: 0.85432 = 0.7298 

Relationship Between F and t Tests
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