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Abstract So far, most user studies dealing with comprehensibility of machine learning models
have used questionnaires or surveys to acquire input from participants. In this article, we argue
that compared to questionnaires, the use of an adapted version of a real machine learning interface
can yield a new level of insight into what attributes make a machine learning model interpretable,
and why. Also, we argue that interpretability research also needs to consider the task of humans
editing the model, not least due to the existing or forthcoming legal requirements on the right of
human intervention. In this paper, we focus on rule models as these are directly interpretable as
well as editable. We introduce an extension of the EasyMiner system for generating classification
and explorative models based on association rules. The presented web-based rule editing software
allows the user to perform common editing actions such as modify rule (add or remove attribute),
delete rule, create new rule, or reorder rules. To observe the effect of a particular edit on predictive
performance, the user can validate the rule list against a selected dataset using a scoring proce-
dure. The system is equipped with functionality that facilitates its integration with crowdsourcing
platforms commonly used to recruit participants.

Keywords Rule learning · User experiment · Crowdsourcing · Explainable Artificial Intelligence ·
Cognitive Computing · Legal compliance

1 Introduction

While rule-based models are not currently considered as a main-stream topic due to their lower
predictive performance than achieved by neural networks or random forests (Fernández-Delgado
et al, 2014), this is changing as explainability of machine learning models is gaining on importance.
For example, neural networks and random forests have the best predictive performance but are
considered uninterpretable. Common examples of interpretable models are Bayesian networks
and decision trees (Miller, 2019). The advantage of the rule-based representation is not only good
interpretability; rules are well-suited for learning and classification over relational data, which they
can represent more naturally than most other methods. The use of rules is not limited to classification,
as, e.g., association rule learning is commonly used for exploratory data analysis (descriptive data
mining) and finding interesting patterns (Fürnkranz et al, 2012). Also, outside machine learning,
there is a large and long-established eco-system of software tools and algorithmic solutions which
work with rules. There are already standards, such as PMML1 or RuleML (Boley et al, 2010), allowing

1 http://dmg.org/pmml/v4-4/GeneralStructure.html

Accepted to be published in the journal of Advances in Data Analysis and Classification, Springer



2

the transfer of rule learning results to industry business rule management systems, which earlier
relied only on manual input of rules. While rules can be learnt from historical data, valuable inputs
for the learning process can also be directly elicited from domain experts, as it is natural for people
to express their knowledge in the form of rules. Overall, rule learning can offer a solution to end-to-
end machine learning workflow, where a single interpretable representation is used to elicit existing
knowledge, to encode the results of learning and deploy these to production systems. Rules also
have excellent properties in terms of potential for compliance with recently introduced regulations
and guidelines. For example, the EU Guidelines for Trustworthy Artificial Intelligence foresee a right
to intervention to the machine learning model, a requirement difficult to meet for most machine
learning models, including random forests and neural networks. Since a rule model is composed
of multiple individual rules acting as local classifiers, rule-based models can be more easily edited.

While rules are, in principle, intrinsically comprehensible, there is a paucity of research on how to
optimise the presentation of rules and the interaction with them so that possible misinterpretations
are avoided, and users spend only the necessary amount of time on these tasks. While many studies
are primarily interested in assessing to what degree humans comprehend the generated explanations,
some user studies also have the understanding of the participants’ mental models applied in the
actual induction process as one of the explicit sub-objectives. Psychological research specifically on
hypothesis testing in the rule discovery task has been performed in cognitive science at least since
the 1960’s (Wason, 1960, 1968), but this topic is underexplored in the area of machine learning.
According to Miller (2019), one of the most successful studies in this domain was done by Kulesza
et al (2015), who report on an experiment with a between-subject design focused on ’explanatory
debugging’ of a Naive Bayes classifier. After Bayesian reasoning, rule learning is the next contact
point between machine learning and cognitive science. The most recent research in this area is
a study focused on human-in-the-loop-analytics for text categorisation, where classification rules are
automatically extracted from data, and then domain experts (natural language processing engineers)
are explained the individual rules and asked to refine them (Yang et al, 2019). The results of this study
showed considerable improvements in text classification performance as well as a generalisation
potential. What this study also showed is that obtaining detailed information on user behaviour is
demanding in terms of resources if the screen and audio recordings have to be manually analysed.

In this paper, we introduce a rule editor designed specifically for empirical studies of explainability,
but the editor could be also adapted for the study of mental models. We believe that there is a
connection between human thought processes and rules as machine learning models, and with the
presented software framework, our aim is to facilitate focused investigation of this connection. The
editor is an extension of an existing system for interactive rule learning called EasyMiner (Vojíř et al,
2018). This system, combined with the editor, provides a comprehensive web framework that allows
the user to learn a rule-based model from provided data, and then review the model and modify it
according to user preferences. The user gets feedback on the predictive performance of the model.
To enhance the model, the user can use the editor, for example, to delete a condition from a rule.
The system saves data on user interaction which can be analysed by interpretability researchers.

This paper is organised as follows. Section 2 briefly reviews related work. Section 3 presents
the EasyMiner system and the editor. Section 4 provides a methodology for using the proposed
system as a software aid in laboratory and crowdsourcing experiments. Section 5 reports the first
insights from an empirical study with test users. Section 6 briefly describes the architecture of
the system and its availability. The conclusions briefly summarise the contributions and provide
an outlook for future work.

2 Related work

Related research applicable to this paper comes from several principal areas: quantifying explainabil-
ity of machine learning models, research specifically on the interpretability of rule-based models, the
software utilised in prior user studies of explainability, and possible applications of such user studies.
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In our brief review of each of these areas presented below, we concentrate on research on explaining
symbolic (“white-box”) models, such as decision trees and rules. Research focusing on explaining
“black-box” models, such as neural networks or random forests, is only marginally covered.

Quantifying explainability The main line of research focuses on gauging the size of the model,
following the assumption that smaller models are more understandable. For rule-based models,
the commonly applied metrics include the number of conditions (or cognitive chunks) in the rule
and the number of rules in the model (García et al, 2009; Lakkaraju et al, 2016; Lage et al, 2019).

The intrinsic explainability metrics, which can be derived directly from the model, are often
complemented by user studies that use quantifiable criteria such as the time taken by the user
to apply the model, or a percentage of correct answers when manually using the model to predict
the class of unseen instances.

In the related context of decision trees, Piltaver et al (2016) proposed a methodology for mea-
suring comprehensibility of decision trees, which includes six tasks (classify, explain, validate,
discover, rate and compare). The first four tasks were designed to objectively quantify to what
degree comprehensibility is affected by selected parameters of the decision tree learning algorithm.
The rate and compare task were designed to assess the subjective perception of comprehensibility.

In the context of rule learning, the aim of the study performed by Lakkaraju et al (2016) was
to compare comprehensibility of rule lists with the comprehensibility of rule sets. The study is
composed of a mix of descriptive and multiple-choice questions. These aim at evaluating user
understanding of decision boundaries of two types of rule models. The descriptive questions were
evaluated by judges, the multiple-choice answers were assessed automatically, as they primarily
correspond to the ability to mechanically apply the model to classify a specific instance. In some
cases, the classification was not possible due to incomplete information provided to the user.
Comprehensibility was measured in terms of average user accuracy and the average time spent. A
more refined approach to combining the accuracy of human predictions with the required time was
taken in recent research focused on rule-based programs learned by Inductive Logical Programming
(ILP) approaches (Muggleton et al, 2018). In this study, the authors define inspection time as the
mean time that a participant spent studying the model before applying it.

The scope of recent research has broadened the focus of user studies to psychological and
pragmatic aspects of explanation (Schmid and Finzel, 2020; Páez, 2019; Fürnkranz and Kliegr,
2018). The problems studied include effects of cognitive biases on the interpretability of rule-based
models (Kliegr et al, 2018), as well as cognitive preferences that determine perceived plausibility
of rules (Fürnkranz et al, 2020). Some results suggest that while smaller models may take a shorter
time for users to apply, they can also be perceived as less understandable (plausible).

Rule-based explanations as lingua franca Research in inductive rule learning has been pursued
for more than 50 years (Michalski, 1969; Hájek et al, 1966), and is still an active area of research.
Modern algorithms, such as Bayesian Rule Sets (Wang et al, 2016) and Fuzzy Association Rule
Classifiers (Elkano et al, 2014), combine rule learning with other machine learning approaches.
The rule-based representation is also not limited to algorithms that directly learn rules. Other types
of models can also be converted to rules, or rules can be extracted from them. Decision trees can
be represented as a rule model when one rule is generated for each path from the root of the tree
to a leaf. Also, the decision table, which was found to be the most comprehensible type of model
in the empirical study of Huysmans et al (2011), can be represented as a set of rules.

Rule models can also be used to explain some “black-box models”. Notably, rule extraction from
neural networks has already been studied for several decades, cf., e.g., Towell and Shavlik (1993);
Zilke et al (2016). Other types of models, such as Support Vector Machines and Random Forests,
are also amenable to rule extraction (Barakat and Bradley, 2010; Rapp et al, 2019).
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Table 1 Overview of prior empirical research on explainability of machine learning models. Value N denotes the number of
participants across all empirical studies in the cited paper

study cohort elicitation software N models

Lage et al (2019) crowdsourcing questionnaire 900 rules
Muggleton et al (2018) students with knowledge of

ILP
questionnaire 121 rule models

Fürnkranz et al (2020) crowdsourcing questionnaire 390 rules
Piltaver et al (2016) machine learning experts, IT

specialists and IT students
proprietary web interface 52 decision trees

Lakkaraju et al (2016) data science students questionnaire 47 rules
Huysmans et al (2011) graduate business students,

doctoral researchers
proprietary web interface 42 decision tree,

decision table

Software support for empirical studies of explainability Research fields that involve human-
computer interaction (HCI) have developed software tools that help to execute user studies in
realistic environments. These tools support tasks as diverse as eye-tracking experiments (Dalmaijer
et al, 2014), studying users’ color preferences (Tomanová et al, 2019), or performing psychophysics
experiments (Brainard and Vision, 1997).

While there were already multiple user studies on the comprehensibility of machine learning
models, these typically relied on questionnaires or used proprietary software that was not publicly
released. Such studies include those focused on rule models (Lakkaraju et al, 2016; Lage et al,
2019), and decision tables (Huysmans et al, 2011).

Table 1 provides an overview of these studies, their size, and the type of software support used.
It can be observed that the benefit of recent studies relying on crowdsourcing platforms are much
larger user samples. On the other hand, the data elicitation method in these studies is limited to
questionnaires. For example, one research highly relevant for the presented tool is an empirical
study by Muggleton et al (2018) showing that ILP-generated rule models meet the requirements for
ultra-strong machine learning, since they enhance human classification performance on unseen data.
In this study, the authors have asked participants – students with knowledge of ILP – to manually
design classification rules based on presented training data. The hand-designed rules created by the
participants were found to be on average of lower accuracy than rules induced by an ILP system.
For authoring the rules, the participants had to rely on a generic web-based questionnaire system.

We hypothesise that a combination of crowdsourcing with user interfaces specifically designed
for research on explainability of machine learning models can provide additional insights compared
to research relying on questionnaires only.2

Applications of results of psychological studies on explainability Insights obtained in user-studies
on explainability can be used to define optimality criteria for learning algorithms. For example,
the Interpretable Decision Sets algorithm (Lakkaraju et al, 2016) allows for user-set weights for
various facets of interpretability, including overlap between rules and whether – and to what extent
– larger rule lists should be penalised.

Another line of applicable work is related to the presentation of information, as follows from
research expanding on the conversational rules set out by Grice (1975). While conversational rules
have considerably influenced the design of other domains of human-computer interaction, such as
question answering, they have not yet been used, with a few exceptions, in machine learning. How-
ever, such use shows promise as demonstrated on their use in rule learning in Sorower et al (2011).

Studies focused on avoidance of misinterpretation of rules caused by cognitive biases can improve
interpretability of rules. In Experiment 3 presented in Fürnkranz et al (2020), we describe a user

2 It should be noted that the current version of the editor does not meet the requirements of the particular study by
Muggleton et al (2018), since some syntactical constructs necessary for the expression of ILP rules are not supported.
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study supporting the conclusion that if rule confidence and rule support are presented simulta-
neously, the users will almost disregard the support. This finding is consistent with the insensitivity
to sample size effect.

3 EasyMiner and the Rule Editor

The rule editor introduced in this paper is a part of EasyMiner (Vojíř et al, 2018), which is a web-based
data mining framework supporting mining of association rules, rule pruning and building models for
anomaly detection. The editor provides a user-friendly graphical user interface usable in all modern
web browsers, as well as a comprehensive REST API for integration with other applications.

An initial version of this rule editor was developed for learning business rules (Vojíř et al, 2014).
The work presented here is substantially reworked and extended. In addition to new functionality
specific to use in empirical studies with human subjects (logging of user actions, anonymous/external
users), the changes include the code base partly rewritten to reflect the new mining backend used
in EasyMiner, better integration of the editor with EasyMiner, and new export functionality.

Setting up rule mining task Association rules discovered in EasyMiner/R are of the form antecedent
→ consequent, where antecedent and consequent are conjunctions of literals (attributes with
concrete values).3 The user selects attributes that can appear in the antecedent and consequent
of the discovered rules and defines minimum threshold values of interest measures. The most
commonly applied measures, which are also supported by EasyMiner, are confidence, support and
lift. Refer, e.g., to Fürnkranz and Kliegr (2015), for the definition of these measures.

Building rule-based classifiers For the building of classification models, the consequent needs to
contain only the target attribute. EasyMiner uses the Classification Based on Associations (CBA)
algorithm (Liu et al, 1998) to convert the discovered list of rules to a rule-based classifier. This
algorithm sorts the rules according to strength and consequently removes redundant rules.4 A
default rule (rule with empty antecedent) is also placed at the end of the rule list. This rule classifies
instances not covered by any of the previous rules.

Rule editor The user has the option to save discovered rules to a knowledge base. Subsequently,
the rule editor (see Fig. 1) can be activated. The user can edit existing rules, add new rules, and
remove existing rules. The user can also change positions of rules in the rule list by changing their
confidence and support (reordering rules). To modify an existing rule, the user clicks on the rule
in the list. The rule is loaded into the main editor area and decomposed to modifiable elements
- attributes, values, boundaries (open, closed interval) and logical connectives.

Model evaluation The user can check the quality of the model against a chosen data set. An
exemplary result of the model evaluation part is shown in Figure 2. To apply the rule list on a new
instance, the system takes the class predicted by the consequent of the first rule5 whose antecedent
matches the instance.

3 In this paper, we do not consider the more expressive rules based on the GUHA method (Hájek et al, 1966) that earlier
versions of EasyMiner could also process.

4 The rules are sorted by confidence, support and antecedent length, which is the number of attribute-value pairs in
the condition of the rule. For confidence and support, the higher value is better. For antecedent length, the shorter (and
simpler) antecedent is preferred.

5 Sorted by confidence, support and length as noted above.



6

Fig. 1 Rule editor with one loaded rule (zoo dataset). Fig. 1A shows a list of conditions of the currently edited rule
decomposed to individual blocks corresponding to attribute names (hair, legs, aquatic), values (such as False, True and 4)
and syntactic elements (round brackets, is, and). The user can delete selected block (block legs is selected), insert new
syntactic blocks by dragging them from the palette displayed below (Fig. 1B), insert new attributes (Fig. 1C) and their values
(Fig. 1D), or edit the values of Confidence and Support (Fig. 1E).

Fig. 2 Evaluation result for a classification model. In the example shown in the figure, a rule model consisting of 10 rules
was applied on 20 instances from the UCI zoo dataset. For 19 the class of the animal was predicted correctly.
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4 Usage in Empirical Studies

EasyMiner with our Rule Editor can principally support cognitive experiments in two ways (or modes).
In the first mode, the users perform the complete data mining cycle. The second mode involves
studies involving only the rule editor. This section describes these two modes of operation in detail.

4.1 Complete Data Mining Workflow Mode

In this mode, study participants perform all tasks as in a real data mining assignment including
data preprocessing, setup of the mining task and model evaluation. The last step are the edits to
the generated rule lists in the rule editor. The EasyMiner system saves selected intermediate results
of the user interaction on the server for further inspection by the experimenter.

A significant limitation of this option is that while the user interface is intuitive, performing the
complete data mining cycle presupposes that the participants either possess prior knowledge of
data mining or have received detailed instructions.

4.2 Crowdsourcing Mode

Already the European Union’s General Data Protection Regulation (GDPR) provides the right to
obtain human intervention for some decisions based on data analysis (Roig, 2018). There is a
growing emphasis on presenting machine learning models so that they are understandable to
people without training in machine learning (HLEGAI, 2019). For example, a user may want to
review a set of preference rules comprising her user profile created based on her past shopping
behaviour by a recommender system.

The EasyMiner Crowdsourcing mode is designed to support empirical studies focusing on the
interaction between non-expert users and rule-based models. The interface aims to facilitate
integration with crowdsourcing workflows but can also be used for laboratory user studies.

The difference from the Complete data mining workflow mode described in the previous sub-
section is that in the Crowdsourcing mode, the experimenter is responsible for generating the initial
rule list, which is presented to the user within the rule editor. The interactivity entails the ability
to manipulate with the rules and to obtain feedback in terms of evaluation of model quality.

The web-based nature of the system makes user studies easier to setup and administer. The
system needs to be installed only once on the server and is accessed through regular internet
browsers. This facilitates use in crowdsourcing user studies with remote participants.

4.3 Setup of Crowdsourcing User Study by Experimenter

Design of a user experiment with the presented software framework has several phases, which
are schematically depicted in Figure 3. In the following, we will describe them in greater detail.

Generation of initial rule list In the first phase, the experimenter uploads a dataset into EasyMiner,
prepares data and executes data mining tasks and adds rules to the knowledge base. Subsequently,
the experimenter transforms the knowledge base into a user study - selects testing data set (for
model evaluation) and obtains Experiment task URL to be distributed to participants.
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Setup of crowdsourcing task In the second phase, the experimenter sets up a task in the crowd-
sourcing platform, such as Amazon Mechanical Turk. The experimenter gives instructions for
completing the task and inserts into the instructions the Experiment task URL, which is the same
for all participants.

Additionally, the experimenter sets the common attributes of crowdsourcing tasks, such as the
number of participants that should be recruited by the crowdsourcing platform, their geographic
location and the level of payment. Ethical recommendations typically suggest that the level of
remuneration set by the experimenter is related to the average time spent with completing the
task. Referring to values collected using a test run, the average time and consequently, the costs
can be determined from timestamped logs of user actions that are created by EasyMiner.

Quiz mode In line with recommendations for designing crowdsourcing empirical studies, we
suggest that the instructions contain a quiz session that each participant has to pass to become
eligible for the main task. The quiz tests whether the participant understands the instructions and
can work with the EasyMiner environment. Several types of quiz questions that we used in prior
crowdsourcing research on rule plausibility can be found in Fürnkranz et al (2020).

Motivational bonuses In addition to the quiz mode, an essential element that helps keeping par-
ticipants focused on the task is an assignment of monetary bonuses that depend on performance.
Research has shown that psychological studies with monetary bonuses for correct answers are
more realistic (Yin et al, 2014). In the rule learning context, a bonus can be tied to performing edits
that improve the accuracy of the model by at least a specific number of percentage points.

Fig. 3 Setup of an empirical study by the experimenter

4.4 Actions performed by the participant

The actions performed by participants are shown in Fig. 4. The participant first reads a brief
description of the task and decides whether to accept it. Then the participant completes the quiz
mode if enabled by the experimenter.
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In EasyMiner, the user is welcomed with a customisable introduction text. When the user starts
the task, EasyMiner creates a copy of the rule set prepared by the experimenter and automatically
generates a new External User ID – the participant is not required to create any user account. The
participant is then redirected to a simplified user interface, which has two principal components:
rule editor and model tester, which allows evaluating the edited model against a test set uploaded
by the experimenter.

After completion of all operations, the user copies the EasyMiner External User ID and inserts
it into the crowdsourcing platform. In the crowdsourcing platform, the user can be presented with
an additional questionnaire. Note that some crowdsourcing platforms, such as Prolific.ac do
not provide any direct means for collecting participant input. This needs to be collected through an
external survey tool. In this case, the survey needs to ask the participants to input both the External
User ID assigned by EasyMiner and the user ID assigned by the crowdsourcing platform.

Fig. 4 Participant workflow

4.5 Data Logged, Export Options

EasyMiner offers several export options. Rule lists can be exported in plain text.
The system stores a log file containing a list of the main operations performed by the user

exemplified in Figure 5. It includes entries for saving rule, adding a new rule, removing rule, and
evaluation of the rule model. Analysis of this data shows, for example, how many partial steps the
user performed or how much time the user spent working on the assignment.

5 First Experience from User Studies

As part of internal testing we used the rule editor for two empirical studies investigating the
semantic coherence hypothesis, which states that rules or models with semantically similar at-
tributes will be considered to be more understandable by users (Gabriel et al, 2014). We used the
editor in both modes. For the Complete Data Mining Workflow Mode, the experiment involved

Prolific.ac
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1 {
2 "testId": 15,
3 "testName": "zoo PROLIFIC V",
4 "testUserId": "bqo5CeIhIw10394707w",
5 "operations": [
6 {
7 "created": "2020-01-31T11:42:53+01:00",
8 "message": "User created"
9 },

10 {
11 "created": "2020-01-31T11:44:36+01:00",
12 "message": "Save rule",
13 "data": {
14 "ruleId": 454893,
15 "rule": "milk(true) & catsize(true) → class(mammal)",
16 "confidence": 28.9998,
17 "support": 1
18 }
19 },
20 {
21 "created": "2020-01-31T11:57:18+01:00",
22 "message": "Remove rule",
23 "data": {
24 "ruleId": 454918,
25 "rule": "milk(false) & domestic(false) & animal(frog) → class(amphibian)",
26 "state": "removed"
27 }
28 }
29 ]
30 }

Fig. 5 Excerpt from a log file created by Rule Editor in a test crowdsourcing user study. To enhance understanding by the
participants, the initial confidence values were replaced by an integer number expressing the order of the rule in the list.
Due to the fact that confidence values are internally saved in terms of a contingency table, the confidence value shown is not
integer number 29, but a float approximation. We intend to address this in a future release.

undergraduate students of an introductory data science course. Before the experiment commenced,
the students passed a lecture and a hands-on lab exercise on rule learning, classification and the
use of EasyMiner software.

In the experiment, participants were randomly assigned to one of the following datasets used
in the original study by Gabriel et al (2014): autos, baloons, bridges, flag, glass, hepatitis, primary-
tumor, and zoo. While we collected too few valid submissions for a meaningful statistical analysis, the
lesson learnt from this study was that the zoo dataset posed the least challenge for the participants.
A rule learnt on this dataset is included in Figure 1. As can be observed, the purpose of this dataset
is clear; there is no specialised domain knowledge required to interpret the individual attributes.

The second user study was performed using the crowdsourcing mode. Participants were recruited
through the Prolific.ac platform. To introduce the operation of the rule editor to the participants,
we used a short screencast, which is available on EasyMiner website. This explained what a rule
list is and how it can be applied to new instances to obtain a prediction.

We avoided explaining rule confidence and support in the crowdsourcing study. For prediction
with the CBA algorithm, only the order of rules is important. We thus replaced the values of
confidence, which belong to the interval [0,1], with integer values that reflect the order of the rule
in the rule list (cf. Figure 5). Participants were instructed that they can change the position of the
rule in the rule list by changing the value of confidence.

Several iterations of the crowdsourcing study were performed. In the initial version, we observed
the tendency to perform only the easiest operation in the rule editor, which is a removal of the rule.

Prolific.ac
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In the subsequent version, we asked the participants to perform at least several operations of each
kind (remove an attribute, add an attribute, change position of a rule in the rule list, delete rule).

Initial inspection of the logs indicates that participants found it difficult to relate the results of
the evaluation of a user model (in terms of accuracy) to the actions they performed. For example,
the current version of the editor does not easily allow it to undo the last edit operation. A future
version of the editor could thus show the effect of each edit operation on model accuracy before
the user confirms the edit.

6 Architecture, Availability and Installation

EasyMiner is composed of modules communicating via REST APIs. The main programming languages
used for development were Java, Scala and R for the data-mining backend and PHP and JavaScript
for the integration component and user interfaces. The data is stored in a relational database such as
MySQL or MariaDB. The main repository on GitHub.com is https://github.com/KIZI/EasyMiner.
The version described in this paper corresponds to release v2.7. A screencast of the system is
available via a link in the attached supplementary material. The system can be installed either from
source code or via docker containers.

7 Conclusion

In this paper, we presented a software framework, consisting of a web-based machine learning
interface and a rule editor, which can be used to carry out empirical studies focused on the
understandability of rule-based models.

The editor builds upon a proof-of-concept system developed for business rule learning (Vojíř et al,
2014). Compared to this previous release, the codebase was substantially reworked and extended
with functionalities supporting empirical user studies. As far as we know, a unique feature of the
system is the ability of study participants to change (edit) machine learning models. The system also
provides information on the effects of the operation in terms of basic measures of predictive model
quality. Besides classification, the framework can also be used for studies involving explorative
data mining with association rules.

In future work, we plan to support externally generated rule models. This would allow performing
an evaluation of explainability of recently proposed rule learning algorithms, such as Bayesian
rule sets (Wang et al, 2016). Also, several usability enhancements would be desirable. In particular,
participants could be informed on the effects of an edit on model quality measures already when
the edit operation is in progress, allowing them to revert or interrupt the operation when they
observe adverse effects on model performance.
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