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Abstract

We consider the on-line model for a data stream: data points are waiting in a queue and are accessible one-by-one by a special instruction. When a data point is processed, it is dropped forever. The data stream is assumed to be so long that it cannot be stored in memory in full: the size of memory is assumed to be polynomial in the dimension of data, but not the number of observations. This is a natural model for Narrow Big Data. First we prove a negative theorem illustrating that this model leads to serious limitations: we show that some elementary statistics, such as sample quantiles, cannot be computed in this model (the proof is based on a Kolmogorov complexity argument). This raises a crucial question which data-analytic procedures can be implemented in the stream data model and which cannot be performed at all, or only approximately (with some loss of information). After the negative results, we turn our attention to several positive results from multivariate linear regression with Narrow Big Data. We prove that least-squares based estimators and regression diagnostic statistics, such as statistics based on the residual sum of squares, can be computed in this model efficiently. The class of statistics efficiently computable in the stream data model also includes two-step procedures involving auxiliary regressions, such as White’s heteroscedasticity test of Breusch-Godfrey autocorrelation test (which may be surprising because the procedures, as defined, seem to require a data point to be processed several times). The computation is done exactly: we do not use preprocessing steps involving data compression techniques with information loss (such as sampling or grouping) for a reduction of the size of the dataset.
1 Introduction

Big Data is a hot topic in the current data research and is studied in various contexts in computer science and statistics. The topics covered range from data-driven methods involving clustering [4, 5, 14], detection of changes or failures [3, 8] or detection of frequent events [16] to methods based on advanced statistical theory such as [6, 10]. (This is just a small illustration.)

It is usual to distinguish between Narrow and Wide Big Data. A narrow dataset consists of a huge number of multivariate data points in a moderate dimension, while a wide dataset consists of a moderate number of data points in a huge dimension.

This paper is motivated by the general question which data-analytic procedures can be performed with Big Data efficiently and exactly under strong computational limitations, such as the inability to store the whole dataset in memory at once. To get a basic insight what kinds of problems are faced, consider the problem of computing the median of a “long” univariate dataset. When the whole dataset cannot be stored in memory, even elementary operations such as sorting become nontrivial. In the stream data model, described in Sections 2.1–2.4, exact computation of median is a good example highlighting the barriers imposed by the computational model. In Section 3 we prove formally that the sample median, or any other quantile, cannot be computed exactly. (This does not rule out that an approximate computation is possible; but it will always be with loss of some information.)

This paper is a contribution to the theory of data-analytic computing with narrow datasets. (Wide datasets are not addressed here because they require different methodology with a different computational model than discussed in this paper.) First we introduce a natural computational model for narrow data: it is assumed the data points are supplied in a stream (a queue). We will need a formal definition in terms of Turing machines, but generally it is a kind of model informally referred to as fully online row-by-row model for data streams [10].

One of interesting examples, discussed at the 61st World Statistics Congress of the International Statistical Institute\(^1\), is that one flight of a four-engine jet aircraft over the Atlantic produces a data stream of size 600T (and most of the data are dropped). This is a narrow dataset: the data consists of long (high-frequency) series from a moderate number of devices and sensors. Another nice example is the huge data flow from the Large Hadron Collider in CERN — methods processing the data can access the stream by reading data points one by one, but when a data point is processed, it is dropped forever. There is no possibility to store the entire dataset, even with the best contemporary hardware. (Thanks to Karel Ha for this example.)

The stream data model leads to serious computational restrictions. On the one hand, we have complex statistical procedures intrinsically requiring the entire dataset in hand and these procedures cannot be performed in the stream model (unless we reduce the dataset, which leads to a loss of information).

\(^1\)See is12017.org and www.isi-web.org.
For example, the maximization of likelihood often requires advanced numerical optimization, which can be hardly thought of without the entire dataset in memory; even linear programming, used e.g. in $L_1$-norm estimation, is known to be hard-to-decompose into smaller subproblems [7]. On the other hand — and this is one of the messages of this paper — it is surprising that there are important procedures, which seem to need the entire dataset in hand and additional memory as huge as the dataset itself, but they can be transformed into a special form suitable for the stream data model.

An example is White’s homoscedasticity test (discussed in Section 6.1), or two-step regressions more generally. First, White’s test requires to estimate a linear regression model. Then, its residuals are computed. Then, in the second regression, squared residuals are regressed against transformed regressors from the first regression. Finally, the residuals from the auxiliary regression are computed and are used in the F-test or LM-test for the significance of the auxiliary regression. This procedure, as described, requires a data point to be accessed several times. Moreover, two vectors of residuals need to be computed and stored in memory — but this is impossible because there are as many residuals as the number of data points. We show how to overcome such limitations and express White’s test in a form suitable for stream data. We also study other statistics, such as Breusch-Godfrey test or Jarque-Bera test.

Recall that the usual approach to large datasets is the usage of a preprocessing step which consists in compression of the dataset into a smaller one either by sampling [18] or grouping and replacement of the group by a small vector of suitable characteristics of the group [12, 20]. In this paper we use no size-reduction procedures: we deal with exact computations where no information from the dataset is lost.

Finally, it is worth emphasizing that data streaming is a general concept studied across various areas, such as computer science [9], computational statistics [10], data mining [21] and classification [4, 20], as well as in other areas of applied mathematics, such as on-line graphs [17] or on-line scheduling [19].

2 Computational model for Narrow Big Data in a stream

2.1 Formal definition: outline

Let the dataset be organized as a matrix $A \in \mathbb{R}^{n \times p}$ with rows $a_1^T, \ldots, a_n^T$. A row is also called data point.

Let $\varphi : \mathbb{N} \to \mathbb{N}$ be a nondecreasing function. We say that a function $f(A)$ is $O(\varphi)$-computable in stream, if the value $f(A)$ can be computed under the following restrictions:

(i) The data is available via an instruction GetDataPoint. When it is called for the first time, it returns $a_1$, when it is called for the second time, it
returns $a_2$ and so on. When it is called for the $(n+1)$-th time, it returns a special symbol “EndOfData”.

(ii) The memory consists of $O(\varphi(p))$ cells. Each cell can store a real number and perform usual arithmetical operations.

If there exists $k \in \mathbb{N}$ (independent of $p$) such that a function $f$ is $O(p^k)$-computable in stream, we say that $f$ is *polynomially computable in stream*.

**Remark 1.** The expression “polynomially computable” refers to the fact that the size of memory is restricted by a polynomial in $p$, the dimension of data. Of course, this is interesting only if $n \gg O(p^k)$; a reader can think of $n = \Omega(2^p)$ for example. This is a formalization of the phenomenon that the memory allows us to store a data point $a \in \mathbb{R}^p$ and perform simple operations, such as inverting $(p \times p)$-matrices (which requires space $O(p^2)$). Thus, the memory is reasonably larger than a single data point, but too small for the storage of the entire dataset or a great portion thereof.

In the context of Narrow Big Data, this model seems to be a reasonable compromise between the restriction on the size of available memory and the ability to compute at least ‘something nontrivial’. But even more restrictive stream data models have been studied in literature, see [13].

**Remark 2.** A stream data model is also known e.g. from on-line quality control [1, 3]. But the context is different: the main restriction is not in the size of memory, but in the costs resulting from a late recognition of a structural break occurring in the on-line observed series.

### 2.2 A general algorithmic scheme

All algorithms for polynomial stream computing have a similar structure as shown in Algorithm 1. To specify an algorithm, one has to specify three procedures — **Initialization**, **Process($a$)** and **ComputeOutput** — and prove that the overall memory used can be bounded by a polynomial in $p$.

**Algorithm 1** A general algorithmic scheme for in-stream computations

```
1 Initialization
2 while $a := $GetDataPoint $\neq$ EndOfData do
3     Process($a$)
4 end while
5 ComputeOutput
6 end
```

### 2.3 A trivial example: one-dimensional data

If $p = 1$, then $A = (a_1, \ldots, a_n)^T$ and we have only $O(1)$ memory. The sample mean $\mu := \frac{1}{n} \sum_{i=1}^{n} a_i$ can be computed easily:

- **Initialization:** $n := 0; u := 0;$
• Process\((a)\): \(n := n + 1; u := u + a;\)

• ComputeOutput: \(Output := u/n.\)

The sample variance can be computed in stream by rewriting

\[
\frac{1}{n-1} \sum_{i=1}^{n} (a_i - \mu)^2 = \frac{1}{n-1} \left( \sum_{i=1}^{n} a_i^2 - \frac{1}{n} \left( \sum_{j=1}^{n} a_j \right)^2 \right) = \frac{1}{n-1} \left( s_2 - \frac{s_1^2}{n} \right),
\]

where \(s_\ell = \sum_{i=1}^{n} a_\ell^2, \ell = 1, 2.\) The resulting algorithm has the following form:

• Initialization: \(n := 0; s_1 := 0; s_2 := 0;\)

• Process\((a)\): \(n := n + 1; s_1 := s_1 + a; s_2 := s_2 + a^2;\)

• ComputeOutput: \(Output := (s_2 - s_1^2/n)/(n-1).\)

2.4 Refining the computational model: Bounding the size of a memory cell

The definition of the stream computational model from Section 2.1 admits the following kind of cheating. For simplicity assume that \(p = 1\) and that all numbers \(a_1, \ldots, a_n\) are natural. It is possible to encode the entire dataset into a single (huge) natural number. If \((\alpha_1, \alpha_2, \ldots, \alpha_{Ln})\) is the binary encoding of \(a_i\) (i.e., \(\alpha_{ij} \in \{0, 1\}\) and \(a_i = \sum_{j=0}^{L} \alpha_{ij} 2^L - j\)), then the natural number with binary encoding

\[
1 \alpha_{10} 1 \alpha_{11} \cdots 1 \alpha_{1L_1} 0 \alpha_{20} 1 \alpha_{21} \cdots 1 \alpha_{2L_2} 0 \cdots 1 \alpha_{nL_n}
\]

(2)

contains the full dataset (the inserted zero bits serve as delimiters). The current definition of the computational model does not rule out that (2) could be stored in a single memory cell. Of course, this would be an unfair trick. Thus it is necessary to restrict the size of a memory cell.

In addition to (i) and (ii) from Section 2.1, we also add the following requirement:

(iii) The input matrix \(A = (a_{ij})_{i=1 \ldots n, j=1 \ldots p}\) is rational and the size of each memory cell is bounded by

\[
O(Lp \cdot \log^k n) \text{ bits,}
\]

where \(L = \max_{i,j} \text{bitsize}(a_{ij})\) and \(k \geq 1\) is a fixed constant.

Here, \(\text{bitsize}(\pm \frac{q}{r})\) or a rational number \(\pm \frac{q}{r}\) with \(q, r\) coprime natural numbers, is the number of bits necessary to write down the sign and the numbers \(q, r\) in binary. Clearly, for an integer \(z\), we have \(\text{bitsize}(z) = O(\log z).\)

Observe that the memory cell of size (3) is sufficient, for example, for the storage of \(\sum_{i,j} a_{ij}^{\ell}\) for \(\ell = O(1).\) This property illustrates that the choice (3)
is natural: the size of a memory cell is large enough to store some natural quantities and is not unrealistically restrictive, while it rules out the trick (2), which would require \( \approx L^n \) bits.

**The stream model as a Turing machine.** In theoretical computer science, all algorithms are Turing machines (details can be found e.g. in [2]). The stream data model (i) – (iii) can be formalized as a Turing machine with a read-only input tape equipped with a one-way head, where the data \( A \) are stored, and a work tape restricted to

\[ O(L^k \log^k n) \] bits,  

where \( k \geq 1 \) is a fixed constant. This formalization will be useful in Section 3.2. Observe that one call of the `GetDataPoint` instruction in Algorithm 1 corresponds to reading one row of \( A \) from the one-way input tape.

2.5 Remark: Memory-bounded and time-bounded computing

We have not restricted the computation time between two consecutive calls of the `GetDataPoint` routine. It means that we are admitting also computations with time \( \Omega(2^p) \). In a particular situation, it is a matter of context whether the computation time \( 2^p \) is considered as manageable or prohibitive. All of the algorithms in this paper use the computation time polynomial in \( p \), so taking a more restrictive model — time-bounded computations instead of memory-bounded computations — does not jeopardize our results from Sections 4–6.

3 Negative results based on Kolmogorov complexity arguments

The main result of this section is that the sample median (or: quantiles in general) cannot be computed in the stream model. The proof is based on Kolmogorov complexity.

First, we shortly summarize the standard definition along the lines of [15]. Recall, informally, that Kolmogorov complexity of a finite 0-1 sequence is the length of the shortest program being able to print the sequence. In a sense, it is the ‘best theoretically possible’ way of compression of the sequence with no loss of information. For example, a sequence 010101\( \cdots \)01 is very regular and can be printed by a ‘short’ program, much shorter than the sequence itself. Thus, such a string has low Kolmogorov complexity. But, as it is easy to prove, there are sequences which are ‘incompressible’, or ‘algorithmically random’, in the sense that their Kolmogorov complexity is high.

3.1 Notation

Here, a **string** refers to a finite 0-1 sequence. For a string \( x \in \{0, 1\}^n \), \( |x| := n \) denotes its length. A special symbol \( \Lambda \) stands for the empty string (with
Let a universal Turing machine $U(p, x)$ be fixed. If $p, x, y$ are strings, the relation $U(p, x) = y$ means that the machine $U$ reads the program (formally, another Turing machine) encoded as the string $p$, simulates its computation with input data $x$ and the computation terminates with output $y$. When $U(p, \Lambda) = y$, we say that program $p$ constructs the string $y$. The number $|p|$ is referred to as the length of program $p$.

The Kolmogorov complexity $K(y)$ of the string $y$ is defined as

$$K(y) = \min\{|p| : U(p, \Lambda) = y\}.$$

A well-known observation shows that there exist string with a high Kolmogorov complexity.

**Lemma 3.1** ([15]). For every $n$, there is a string $y \in \{0, 1\}^n$ with $K(y) \geq n$.

**Proof.** There are $2^n$ strings of length $n$, but only $\sum_{k=0}^{n-1} 2^k = 2^n - 1$ programs of length at most $n - 1$, and a program can construct at most one string (a program need not terminate and then it does not construct any string). Thus, at least one string has Kolmogorov complexity at least $n$.

3.2 The main negative result: Empirical quantiles are not computable in stream

We restrict ourselves to the computation of the sample median; once it is proven that it is not computable, it is straightforward to see that the argument generalizes to any other quantile as well.

**Theorem 3.2.** The sample median is not computable in stream.

**Proof.** Consider a one-dimensional ($p = 1$) dataset $a_1, \ldots, a_n$, where all the numbers are natural. Then, $L = O(\max_{i=1,\ldots,n} \log_2 a_i)$. Since $p = 1$, the memory bound (4) of the stream model reduces to

$$O((NL)^k) \text{ bits,}$$

where $k \geq 1$ is a fixed constant and

$$N := \log_2 n.$$

We prove the theorem by contradiction. Assume that there exists a stream algorithm $M$ computing the sample median of $a_1, \ldots, a_n$. Formally, $M$ is a Turing machine with a one-way input tape containing $a_1, \ldots, a_n$ and a work tape which contains a string not longer than $O((NL)^k)$ throughout the computation.

Fix a large enough odd $n$ and a string $y = (y_1, \ldots, y_n)$ with

$$K(y) \geq n,$$
which exists by Lemma 3.1. Define the dataset $a_1, \ldots, a_n$ as

$$a_i = \sum_{j=1}^{i} y_j, \quad i = 1, \ldots, n.$$ 

Since $y_j \in \{0, 1\}$, we have

$$0 \leq a_1 \leq \cdots \leq a_n \leq n,$$

and thus $L = O(\log n) = O(N)$. The memory bound (5) is

$$O((NL)^k) = O(N^{2k}).$$

Now we run the computation of $M(a_1, \ldots, a_n)$ and stop just before it calls the `GetDataPoint` instruction for the $(n+1)$-th time (formally: just before the input tape head attempts to read the first tape cell after the end of the input dataset). The configuration of the machine $M$ is a string $s$ with $|s| \leq O(N^{2k})$.

**Proof.** Formally, $s$ is a string containing (i) the string written on the work tape, which has size $O(N^{2k})$, (ii) the head position, which can be written down with $O(k \log N)$ bits, (iii) the internal state of the machine $M$, which can be written down with $O(1)$ bits. Clearly, $O(N^{2k}) + O(k \log N) + O(1) = O(N^{2k})$.

Now consider the following algorithm $Q$. Its body contains the string $s$, the number $n$ and the text of program $M$ as constants:

**Program Q:**

1. data $n, s, M$
2. for $i = 1, \ldots, n$
3. $w := (w_1, \ldots, w_{n-1}) := (0, 0, \ldots, 0, n, \ldots, n)$
4. write $w$ on the input tape of $M$, just on the position to be read on its one-way input tape
5. simulate the computation of $M$ from the configuration $s$
6. $\alpha_1 :=$ output of [5]
7. end for
8. output $y_1 := \alpha_1$, $y_2 := \alpha_2 - \alpha_1$, \ldots, $y_n := \alpha_n - \alpha_{n-1}$.

Step [5] gives the same result as the computation of

$$M(a_1, \ldots, a_n, w_1, \ldots, w_{n-1}).$$

This is the median of $a_1, \ldots, a_n, w_1, \ldots, w_{n-1}$, which equals to the $i$-th smallest element of $a_1, \ldots, a_n$ by [3]. By (7), the $i$-th smallest element is $a_i$. Thus $\alpha_i = a_i$. It follows that [8] correctly constructs the bitstring $y = (y_1, \ldots, y_n)$.

The size of program $Q$ is $O(N^{2k})$ — it just stores the bitstring $s$ of size $O(N^{2k})$, the number $n$ of size $O(N)$ and the remaining code, including the text of program $M$, has size $O(1)$. Program $Q$ constructs the bitstring $y$, and thus the size of $Q$ is an upper bound on $K(y)$:

$$K(y) \leq O(N^{2k}) = O(\log^{2k} n).$$

If $n$ is sufficiently large, inequalities (6) and (8) are in a contradiction. □
4 Positive results: Linear regression and least squares

Now we turn to positive results in the area of linear regression and regression diagnostic with Narrow Big Data.

Let us assume that the data matrix $A \in \mathbb{R}^{n \times (p+1)}$ has the form

$$A = (X, y),$$

where $X = \mathbb{R}^{n \times p}$ and $y \in \mathbb{R}^n$. The $i$-th data point — the $i$-th row of $A$ — has the form $a_i = (x_i^T, y_i)$. This vector is the output of the instruction GetDataPoint.

We consider the linear regression model

$$y = X\theta + \varepsilon,$$  \hspace{1cm} (9)

where $\theta$ is the vector of regression parameters and the data $(X, y)$ are streamed. At this moment we do not need to impose any special assumptions on the disturbances $\varepsilon$. This is because algorithms do not rely on such assumptions. But, of course, once a statistic is computed, additional assumptions are required for the subsequent analysis based on the statistic.

4.1 Least squares and RSS-based statistics

Proposition 4.1. The OLS estimator $\hat{\theta} = (X^TX)^{-1}X^Ty$ and the residual sum of squares $RSS = \|y - X\hat{\theta}\|_2^2$ are $O(p^2)$-computable in stream.

Proof. The number $n$ of observations can be computed easily (as in Section 2.3).

In the Initialization step we put $J := 0_{p \times p}$, $v := 0_{p \times 1}$ and $Y := 0$.

In the Process$(x, y)$ step we update $J := J + xx^T$, $v := v + y \cdot x$ and $Y := Y + y^2$. At the end of the computation we have the information matrix

$$J = \sum_{i=1}^n x_i x_i^T = X^TX$$

and

$$v = \sum_{i=1}^n y_i \cdot x_i = X^Ty, \hspace{0.5cm} Y = \sum_{i=1}^n y_i^2.$$ 

So far we needed $O(p^2)$ memory. The matrix $J^{-1}$ can be computed in $O(p^2)$ memory, too. The ComputeOutput procedure outputs $\hat{\theta} = J^{-1}v$. For the computation of $RSS$ we can use the expression

$$RSS = (y - X\hat{\theta})^T(y - X\hat{\theta}) = y^Ty - y^TX(X^TX)^{-1}X^Ty = Y - v^TJ^{-1}v. \hspace{1cm} (10)$$

$\blacksquare$
With \( \hat{\theta} \) and RSS we can compute various derived statistics:

**Corollary 4.2.** The following statistics are \( O(p^2) \)-computable in stream:

- \( \hat{\sigma}^2 = \text{RSS}/(n - p) \) (the standard estimate of the variance of disturbances),
- \( \hat{\Omega} := \hat{\sigma}^2(X^T X)^{-1} = \hat{\sigma}^2 J^{-1} \) (the standard estimate of the covariance matrix of \( \hat{\theta} \)),
- \( \hat{\theta}_i \cdot (\hat{\Omega}_{ii})^{-1/2}, i = 1, \ldots, p \) (the t-ratios),
- the coefficient of determination,
- \( F \)-tests (e.g. for the hypothesis that all regression coefficients are zero or that all coefficients, except for the intercept, are zero).

We can summarize: many elementary statistics, which are routinely computed by standard statistical packages, are \( O(p^2) \)-computable in stream. The conclusion is that streaming of data makes no serious restriction (at least in our computational model).

## 5 Residuals

Analysis of the vector of residuals

\[ r := y - X\hat{\theta} \]

is a basic tool for regression diagnostics. In the stream data model, we face the obstacle that \( r \) cannot be stored in memory — indeed, it has size \( n \), while the memory is assumed to be polynomial in \( p \) only. But we have seen that some functions of \( r \), such as RSS, can be \( O(p^2) \)-computed. Here we study some further statistics based on residuals.

### 5.1 Quadratic forms in \( r \) and the DW statistic

Some statistics involve quadratic forms \( r^T Q r \). (We have already dealt with RSS as the special case with \( Q = I \).) In general, the matrix \( Q = (Q_{ij}) \) can be assumed to be lower-triangular. Then we can write

\[
r^T Q r = (y - X\hat{\theta})^T Q(y - X\hat{\theta}) = y^T Q y - 2y^T Q X \hat{\theta} + \hat{\theta}^T X^T Q X \hat{\theta}
\]

\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} Q_{ij} y_i y_j - 2 \left( \sum_{i=1}^{n} \sum_{j=1}^{n} Q_{ij} y_i x_j^T \right) \hat{\theta} + \hat{\theta}^T \left( \sum_{i=1}^{n} \sum_{j=1}^{n} Q_{ij} x_i x_j^T \right) \hat{\theta}.
\]

As long as the matrix \( Q \) has nonzero entries only on the main diagonal and in \( O(p) \) diagonals below the main diagonal, then the expression (\( \ast \)) can be computed in stream in memory \( O(p^2) \): it suffices to remember last \( O(p) \) data points from the stream and not more (i.e., it suffices to use a sliding window with length \( O(p) \)). A similar argument holds true for the computation of \( \sum_{i \geq j} Q_{ij} y_i y_j \) and \( \sum_{i \geq j} Q_{ij} y_i x_j^T \). Thus we have proved:
Lemma 5.1. Let $Q$ be a lower diagonal matrix with nonzero entries only on the main diagonal and $O(p)$ diagonals below the main diagonal. Then the quadratic form $r^T Q r$ is $O(p^2)$-computable in stream.

The Durbin-Watson (DW) statistic for testing the presence of $AR(1)$ process in disturbances is a nice example: denoting $r = (r_1, \ldots, r_n)^T$, the DW statistic can be written as

$$DW = \frac{1}{RSS} \sum_{i=2}^{n} (r_i - r_{i-1})^2 = \frac{1}{RSS} \left( \sum_{i=1}^{n-1} r_i^2 + \sum_{i=2}^{n} r_i^2 - 2 \sum_{i=2}^{n} r_i r_{i-1} \right) = r^T Q r$$

with

$$Q = \begin{pmatrix} 1 & -2 & 2 & \cdots & \cdots & -2 & 2 \\ -2 & 2 & \ddots & \cdots & \ddots & -2 & 2 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ -2 & 2 & \cdots & \cdots & \cdots & -2 & 1 \end{pmatrix}.$$  

Matrix $Q$ satisfies the assumptions of Lemma 5.1. We have:

Proposition 5.2. The DW statistic is $O(p^2)$-computable in stream.

Remark 3. Similar considerations hold true also for other statistics based on quadratic forms of residuals, such as Chow’s test for the equality of regression parameters between two groups of data. Here we should assume that a data point has the form $(x_i^T, y_i, B_i)$, where $B_i$ is an indicator whether the $i$-th point belongs to the first or the second group. Then, Chow’s statistic has the form

$$\frac{n - 2p}{p} \cdot \frac{RSS_{AllData} - RSS_{Group1} - RSS_{Group2}}{RSS_{Group1} + RSS_{Group2}},$$

which can be $O(p^2)$-computed in stream.

A negative example: a changepoint version of Chow’s statistic. In some situations the stream computation seems to be hard. Assume that the division of data into groups 1 and 2 is not known. Assume further that there exists an index $k$, called changepoint, such that Group 1 consists of data with indices $1, \ldots, k - 1$ and Group 2 consists of data with indices $k, k + 1, \ldots, n$. If $k$ is unknown, Chow’s statistic is often reformulated [22] to the form

$$\frac{n - 2p}{p} \cdot \max_k \frac{RSS_{1:n} - RSS_{1:k} - RSS_{k+1:n}}{RSS_{1:k} + RSS_{k+1:n}},$$  \hspace{1cm} (11)$$

where $RSS_{i:}\ell$ is the OLS-residual sum of squares from regression $y_i = x_i^T \theta + \epsilon_i$, $i = j, j+1, \ldots, \ell$. (And the argmax of (11) estimates $k$.) This is another example where the stream computational model seems to be significantly restrictive.

Remark 4. Generally, matrix $Q$ has size $n^2$ and it cannot be stored in memory. It must be represented implicitly. We tacitly assumed that the function $(i, j) \mapsto Q_{ij}$ can be evaluated in the available memory.
5.2 Higher moments and Jarque-Bera statistic

The Jarque-Bera test for normality of residuals is based on the statistic

\[ JB = \frac{n}{6} \left[ \frac{\mu_3^2}{\mu_2^3} + \frac{1}{4} \left( \frac{\mu_4}{\mu_2^2} - 3 \right)^2 \right], \]

where

\[ \mu_\ell = \frac{1}{n} \sum_{i=1}^{n} r_i^\ell. \quad (12) \]

(We use the original version from [11], although other variants of the test have been described in literature.) Obviously, \( JB \) is computable in stream if \( \mu_3 \) and \( \mu_4 \) are computable in stream (recall that \( n\mu_2 = \text{RSS} \) and we have shown how to compute it in memory \( O(p^2) \)). In general, \( \mu_\ell \) is not polynomially computable in stream if \( \ell \) is unbounded (more precisely: we don’t have an algorithm for evaluation of the function \( (X, y, \ell) \mapsto \mu_\ell \) using \( O(p^k) \) memory, where \( k \) would be a fixed constant independent of \( \ell \)). But, as long as

\[ \ell = O(1), \quad (13) \]

\( \mu_\ell \) can be computed polynomially.

**Lemma 5.3.** The statistic \( \mu_\ell \) is \( O(p^\ell) \)-computable in stream.

The main result of this section follows:

**Proposition 5.4.** The JB statistic is \( O(p^4) \)-computable in stream.

**Proof of Lemma 5.3.** Let

\[ \mathbb{K} = \left\{ (k_0, k_1, \ldots, k_p) \in \{0, 1, \ldots, \ell\}^{p+1} \left| \sum_{j=0}^{p} k_j = \ell \right. \right\}. \]

Recall that, for \( k \in \mathbb{K} \), the multinomial coefficient is defined as

\[ \binom{\ell}{k} = \frac{\ell!}{\prod_{j=0}^{p} k_j!}, \]

and that Multinomial Theorem is the equality

\[ \left( \sum_{j=0}^{p} \xi_j \right)^\ell = \sum_{k \in \mathbb{K}} \binom{\ell}{k} \prod_{j=0}^{p} \xi_j^{k_j}. \quad (14) \]
We apply (14) to $\mu_\ell$:

$$
\mu_\ell = \frac{1}{n} \sum_{i=1}^{n} r_i^\ell = \frac{1}{n} \sum_{i=1}^{n} (y_i - x_i^T \hat{\theta})^\ell = \frac{1}{n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \hat{\theta}_j \right)^\ell 
$$

$$
= \frac{1}{n} \sum_{i=1}^{n} \sum_{k \in \mathbb{K}} \binom{\ell}{k} y_i^{k_0} (-x_{i1} \hat{\theta}_1)^{k_1} \cdots (-x_{ip} \hat{\theta}_p)^{k_p} 
$$

$$
= \frac{1}{n} \sum_{k \in \mathbb{K}} \binom{\ell}{k} \hat{\theta}_1^{k_1} \cdots \hat{\theta}_p^{k_p} \sum_{i=1}^{n} y_i^{k_0} (-x_{i1})^{k_1} \cdots (-x_{ip})^{k_p} 
= P_k. \tag{15}
$$

For each $k \in \mathbb{K}$, the value $P_k$ can be computed in stream and stored in a single memory cell. Thus the memory required is $O(|\mathbb{K}|)$.

A counting argument shows that $|\mathbb{K}| = \binom{p+\ell}{p}$; here, $\binom{\ell}{p}$ is the ordinary binomial coefficient. Using (13) we can estimate

$$
|\mathbb{K}| = \binom{p+\ell}{p} = \frac{(p+\ell)(p+\ell-1) \cdots (p+1)p!}{p!\ell!} \leq (p+\ell)(p+\ell-1) \cdots (p+1) \leq (p+\ell)^\ell = O(p^\ell).
$$

Thus the memory required for the storage of $(P_k)_{k \in \mathbb{K}}$ is $O(p^\ell)$.

At the end of the stream computation, all numbers $P_k$ with $k \in \mathbb{K}$ are available. We can evaluate $\mu_\ell$ using the expression (15), recalling that $\hat{\theta}_1, \ldots, \hat{\theta}_n$ are available by Proposition 4.1 in additional $O(p^2)$ space.

\section{Procedures involving auxiliary regressions}

We will inspect two important procedures — White’s heteroscedasticity test and Breusch-Godfrey autocorrelation test — as representatives of the class of procedures sharing the following common structure:

- **Step I (basic regression):** the regression
  \[ y = X\theta + \varepsilon \tag{16} \]
  is estimated using OLS and the vector of residuals $r$ is computed;

- **Step II (auxiliary regression):** another regression
  \[ v = Z\psi + \nu \tag{17} \]
  is estimated using OLS, where $v$ and $Z$ depend on $(X, y, r)$. Then, the overall significance of the auxiliary regression is tested by the $F$-test or $LM$-test, which — in effect — requires stream computation of the residual sum of squares from the auxiliary regression. This sum is denoted by $RSS_{aux}$.\[\square\]
Such procedures look “sequentially” — first, one needs to compute the residuals \( r \) from Step I and then perform the auxiliary regression (17), where \( r \) or simple functions of \( r \) serve as input data. However, in the stream data model, this cannot be done directly because \( r \) cannot be stored in memory the size of which is bounded by a polynomial in \( p \).

To avoid confusion, we still assume that the instruction \texttt{GetDataPoint} returns a row of \((X, y)\), which is the vector \((x_i^T, y_i)\) of size \( p + 1 \), and that the memory is bounded by a polynomial in \( p \), the number of regressors in (16). \textit{All computations necessary for the auxiliary regression must be done within these limitations.}

### 6.1 White test

Recall that White’s heteroscedasticity test works as follows: after estimation of the basic regression (16) and computation of its residuals \( r \), in the auxiliary regression (17) we set

\[
\mathbf{v} = (r_1^2, \ldots, r_n^2)^T
\]

and construct the design matrix \( \mathbf{Z} \) involving the intercept, the regressors from \( X \), their squares and cross terms. (In fact, White’s auxiliary regression seeks for the dependence of the squared residuals from Step I on low-order polynomials of \( X \)-regressors.) For example, if \( x_i^T = (x_{i1}, \ldots, x_{ip}) \) and the basic regression (16) does not involve the intercept, then \( z_i^T \), the \( i \)-th row of \( \mathbf{Z} \), has the form

\[
z_i^T = (1; x_{i1}, \ldots, x_{ip}; x_{i1}^2, \ldots, x_{ip}^2; x_{i1}x_{i2}, \ldots, x_{i,p-1}x_{ip}).
\]

Matrix \( \mathbf{Z} \) has \( n \) rows. If \( q \) denotes the number of columns of \( \mathbf{Z} \), we have

\[
q = O(p^2).
\]

For the significance test of the auxiliary regression (17) it suffices to compute \( \text{RSS}_{\text{aux}} \), the OLS-based residual sum of squares from (17). We call this number as \textit{White’s statistic}.\(^2\)

**Proposition 6.1.** \textit{White’s statistic is} \( O(p^4) \)-\textit{computable in stream.}

**Proof.** We need to compute

\[
\text{RSS}_{\text{aux}} = \mathbf{v}^T \mathbf{v} - \mathbf{v}^T \mathbf{Z}(\mathbf{Z}^T \mathbf{Z})^{-1} \mathbf{Z}^T \mathbf{v};
\]

we used the same form as in (10). By (12) and (18) we have

\[
\mathbf{v}^T \mathbf{v} = \sum_{i=1}^{n} r_i^4 = n \mu_4.
\]

\(^2\)Recall that significance tests compare the unrestricted residual sum of squares \( \text{RSS}_{\text{aux}} \) to the restricted residual sum of squares. For simplicity of presentation, we describe only the stream computation of the unrestricted sum of squares. The stream computation of restricted \( \text{RSS} \) is straightforward — it is a less general problem because the restricted model results from the unrestricted model by deleting some regressors.
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which is computable in stream in space $O(p^4)$ by Lemma 5.3.

The matrix $Z^T Z = \sum_{i=1}^{n} z_i z_i^T$ can be computed in stream in space $O(p^4)$, because $z_i$ can be directly computed from $x_i$ in space $O(p^2)$. In space $O(p^4)$ we can also compute $(Z^T Z)^{-1}$.

To complete the stream evaluation of (19), recall that the OLS-estimates

$$\hat{\theta} = (\hat{\theta}_1, \ldots, \hat{\theta}_p)^T$$

of (16) can be $O(p^2)$-computed in stream. It remains to evaluate

$$Z^T v = \sum_{i=1}^{n} r_i^2 \cdot z_i = \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \hat{\theta}_j \right)^2 \cdot z_i$$

$$= \sum_{i=1}^{n} y_i^2 z_i + \sum_{j=1}^{p} \hat{\theta}_j^2 \sum_{i=1}^{n} x_{ij}^2 z_i - 2 \sum_{j=1}^{p} \hat{\theta}_j \sum_{i=1}^{n} y_i x_{ij} z_i + 2 \sum_{j<k} \hat{\theta}_j \hat{\theta}_k \sum_{i=1}^{n} x_{ij} x_{ik} z_i. \tag{20}$$

There are $O(p^2)$ terms $\sum_{i=1}^{n} y_i^2 z_i$, $\sum_{i=1}^{n} x_{ij}^2 z_i$, $\sum_{i=1}^{n} y_i x_{ij} z_i$, $\sum_{i=1}^{n} x_{ij} x_{ik} z_i$ which are in-stream computable. Each of the terms has size $O(p^2)$ (because the size of $z_i$ is $O(p^2)$) and the overall required memory is $O(p^4)$.

**Remark 5.** A similar method works for some related statistics. For example, White’s heteroscedasticity-weighted estimator of $\theta$ has the form

$$\hat{\theta} = \left( \sum_{i=1}^{n} r_i^2 x_i x_i^T \right)^{-1} \left( \sum_{i=1}^{n} r_i^2 y_i x_i \right)$$

and White’s heteroscedasticity-consistent estimator of the covariance matrix $\Omega$ of $\hat{\theta}$ has the form

$$\hat{\Omega} = \frac{n}{n-p} \left( X^T X \right)^{-1} \left( \sum_{i=1}^{n} r_i^2 x_i x_i^T \right) \left( X^T X \right)^{-1}.$$

The crucial term $\sum_{i=1}^{n} r_i^2 x_i x_i^T$ can be evaluated in stream in a manner similar to the computation (20) of White’s statistic. Observe that this is a special case of Weighted Least Squares, where the weights are computable in stream.

### 6.2 Breusch-Godfrey test

Recall that Breusch-Godfrey (BG) test is a test for the presence of $AR(s)$-process in the disturbances of the basic model (16). Here it is assumed that the lag $s$ satisfies

$$s = O(p), \tag{21}$$

or a reader can simply think of $s = O(1)$. Again, let $r = (r_1, \ldots, r_n)^T$ denote the vector of OLS-based residuals from (17). BG’s auxiliary regression (17) has the form

$$v = (r_{s+1}, r_{s+2}, \ldots, r_n)^T, \quad Z = (X_0, R)$$
with

\[ X_0 = \begin{pmatrix} x_{s+1}^T \\ x_{s+2}^T \\ \vdots \\ x_n^T \end{pmatrix}, \quad R = \begin{pmatrix} r_1 & r_2 & \ldots & r_s \\ r_2 & r_3 & \ldots & r_{s+1} \\ \vdots & \vdots & \ddots & \vdots \\ r_{n-s} & r_{n-s+1} & \ldots & r_{n-1} \end{pmatrix}. \]

The residual sum of squares from (17), denoted by \( \text{RSS}_{aux} \) again, is called as \( BG \)-statistic (see footnote 1 from page 15).

**Proposition 6.2.** \( BG \) statistic is \( O(p^4) \)-computable in stream.

**Proof.** We have

\[ \text{RSS}_{aux} = v^T v - v^T Z (Z^T Z)^{-1} Z^T v. \]

The term \( v^T v \) is a quadratic form in \( r \), which can be evaluated by Lemma 5.1.

The matrix \( Z^T Z \) has size \( O(p^2) \) by (21) and its inverse can be computed in memory \( O(p^2) \), too. To compute \( Z^T Z \) in stream, we write

\[ Z^T Z = \begin{pmatrix} X_0^T X_0 & X_0^T R \\ R^T X_0 & R^T R \end{pmatrix}. \]

Each entry of \( R^T R \) is a quadratic form in \( r \), which can be \( O(p^2) \)-computed by Lemma 5.1. (Observe that (21) implies that the assumption of Lemma 5.1 is satisfied.) We need memory \( O(p^2) \) per element of \( R^T R \), and thus the overall memory is \( O(p^4) \). Each entry of \( R^T X_0 \) is a linear function in \( r \), which is in-stream computable and the overall memory does not exceed the previously derived bound \( O(p^4) \). A similar argument holds true for the computation of \( Z^T v \), too. \( \square \)

### 7 Conclusions

We have introduced a computational model for multivariate data supplied in a stream, where the memory is restricted to a polynomial in the dimension \( p \) of data. So, the memory is sufficient for storage of a data point or a simple function thereof, a polynomially (in \( p \)) bounded sliding data window, or a matrix of size polynomially bounded in \( p \). This model seems to be natural for Narrow Big Data: the memory is reasonably larger than a single data point and is sufficient for performing operations with small objects. But the dataset of size \( n \) cannot be stored in general. We asked a question how restrictive this model is for computing least-squares based regression and related diagnostic statistics based on regression residuals. (Recall that the vector of residuals has size \( n \) and thus it cannot be stored in memory.) We showed that many statistics, routinely computed by statistical packages, are efficiently computable in this model and that streaming of data does not make a serious restriction. We also showed that some two-step procedures, involving an auxiliary regression with residuals from the first-step regression, are computable in this model efficiently, too. Two important representatives are the White test and the Breusch-Godfrey test.
Conversely, we have also discussed some statistics which are hard-to-compute in this model; the examples are quantiles or some max-type statistics of Chow’s type used in changepoint analysis. Negative proofs — that a statistic cannot be computed in the stream model — are based on Kolmogorov complexity arguments. This does not preclude that such statistics could not be computed approximately, e.g. with a preprocessing size-reduction step such as sampling. The negative proofs tell us that the computation is in principle possible only with some loss of information from the original dataset.
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