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Abstrakt

Dizerta£ní práce se v¥nuje problému klasi�kace entit reprezentovaných jmennými frázemi v
textu. Cílem je vyvinout metodu pro automatizovanou klasi�kaci t¥chto entit v datasetech
skládajících se z krátkých textových fragment·. D·raz je kladen na metody u£ení bez u£itele,
nebo kombinaci u£ení s u£itelem a bez u£itele (angl. semi-supervised learning), p°i£emº neb-
udou vyºadovány trénovací p°íklady. T°ídy jsou bu¤ automaticky stanoveny nebo zadány
uºivatelem.
Ná² první pokus pro °e²ení problému klasi�kace entit je algoritmus Sémantického Mapování

Koncept· (angl. Semantic Concept Mapping � SCM). Tento algoritmus mapuje jmenné fráze
i cílové t°ídy na koncepty thesauru WordNet. Grafové míry podobnosti pro WordNet jsou
pouºity pro p°i°azení nejbliº²í t°ídy k dané jmenné frázi. Pokud jmenná fráze není namapována
na ºádný koncept, potom je pouºit algoritmus Cíleného Objevování Hyperonym (angl. Tar-
geted Hypernym Discovery � THD). Tento algoritmus extrahuje s pomocí lexiko-syntaktických
vzor· hyperonymum z £lánku na Wikipedii, který danou jmennou frázi de�nuje. Toto hy-
peronymum je pouºito k namapování jmenné fráze na koncept ve WordNetu. Hyperonymum
m·ºe být samo o sob¥ také povaºováno za výsledek klasi�kace. V takovém p°ípad¥ je dosaºeno
klasi�kace bez u£itele.
Algoritmy SCM a THD byly navrºeny pro angli£tinu. I kdyº je moºné oba algoritmy p°izp·-

sobit i pro jiné jazyky, byl v rámci dizerta£ní práce vyvinut algoritmus Pytel £lánk· (angl.
Bag of Articles � BOA), který je jazykov¥ agnostický, protoºe je zaloºen na statistickém Roc-
chio klasi�kátoru. Díky zapojení Wikipedie jako zdroje informací pro klasi�kaci nevyºaduje
BOA trénovací data. WordNet je vyuºit novým zp·sobem, a to pro výpo£et vah slov, jako
pozitivní seznam slov a pro lematizaci. Byl také navrºen disambigua£ní algoritmus pracující
s globálním kontextem. Algoritmus BOA povaºujeme za hlavní p°ínos dizertace.
Experimentální hodnocení navrºených algoritm· je provedeno na datasetu WordSim353

pouºívaném pro hodnocení systém· pro výpo£et podobnosti slov (angl. Word Similarity Com-
putation � WSC), a na datasetu �eský cestovatel, který byl vytvo°en speciáln¥ pro ú£el na²eho
výzkumu. Na datasetu WordSim353 dosahuje BOA Spearmanova korela£ního koe�cientu 0.72
s lidským hodnocením. Tento výsledek je blízko hodnot¥ 0.75 dosaºené algoritmem ESA, který
je podle znalosti autora nejlep²ím algoritmem pro daný dataset nevyºadujícím trénovací data.
Algoritmus BOA je ale výrazn¥ mén¥ náro£ný na p°edzpracování Wikipedie neº ESA.
Algoritmus SCM nedosahuje dobrých výsledk· na datasetu WordSim353, ale naopak p°ed£í

BOA na datasetu �eský cestovatel, který byl navrºen speciáln¥ pro úlohu klasi�kace entit.
Tato nesrovnalost vyºaduje dal²í výzkum. V samostatném hodnocení THD na malém po£tu
pojmenovaných entit z datasetu �eský cestovatel bylo správné hyperonymum nalezeno v 62%
p°ípad·.
Dal²í dosaºené výsledky samostatného významu zahrnují novou funkci pro váºení slov za-

loºenou na WordNetu, kvalitativní a kvantitativní vyhodnocení moºností vyuºití Wikipedie
jako zdroje text· pro objevování hyperonym s vyuºitím lexiko-syntaktických vzor· a zevrub-
nou re²er²i m¥r podobnosti nad WordNetem zahrnující téº jejich výkonnostní porovnání na
datasetech WordSim353 a �eský cestovatel.





Abstract

This dissertation addresses the problem of classi�cation of entities in text represented by noun
phrases. The goal of this thesis is to develop a method for automated classi�cation of entities
appearing in datasets consisting of short textual fragments. The emphasis is on unsupervised
and semi-supervised methods that will allow for �ne-grained character of the assigned classes
and require no labeled instances for training. The set of target classes is either user-de�ned
or determined automatically.
Our initial attempt to address the entity classi�cation problem is called Semantic Concept

Mapping (SCM) algorithm. SCM maps the noun phrases representing the entities as well as
the target classes to WordNet. Graph-based WordNet similarity measures are used to assign
the closest class to the noun phrase. If a noun phrase does not match any WordNet concept, a
Targeted Hypernym Discovery (THD) algorithm is executed. The THD algorithm extracts a
hypernym from a Wikipedia article de�ning the noun phrase using lexico-syntactic patterns.
This hypernym is then used to map the noun phrase to a WordNet synset, but it can also
be perceived as the classi�cation result by itself, resulting in an unsupervised classi�cation
system.
SCM and THD algorithms were designed for English. While adaptation of these algorithms

for other languages is conceivable, we decided to develop the Bag of Articles (BOA) algorithm,
which is language agnostic as it is based on the statistical Rocchio classi�er. Since this
algorithm utilizes Wikipedia as a source of data for classi�cation, it does not require any
labeled training instances. WordNet is used in a novel way to compute term weights. It is
also used as a positive term list and for lemmatization. A disambiguation algorithm utilizing
global context is also proposed. We consider the BOA algorithm to be the main contribution
of this dissertation.
Experimental evaluation of the proposed algorithms is performed on theWordSim353 dataset,

which is used for evaluation in the Word Similarity Computation (WSC) task, and on the
Czech Traveler dataset, the latter being speci�cally designed for the purpose of our research.
BOA performance on WordSim353 achieves Spearman correlation of 0.72 with human judg-
ment, which is close to the 0.75 correlation for the ESA algorithm, to the author's knowledge
the best performing algorithm for this gold-standard dataset, which does not require training
data. The advantage of BOA over ESA is that it has smaller requirements on preprocessing
of the Wikipedia data.
While SCM underperforms on the WordSim353 dataset, it overtakes BOA on the Czech

Traveler dataset, which was designed speci�cally for our entity classi�cation problem. This
discrepancy requires further investigation. In a standalone evaluation of THD on Czech Trav-
eler dataset the algorithm returned a correct hypernym for 62% of entities.
The additional results of possibly separate interest include a novel WordNet-based term-

weighting function, qualitative and quantitative evaluation of Wikipedia as a textual resource
for discovering hypernyms with Hearst patterns, and a comprehensive survey of WordNet sim-
ilarity measures including their benchmark on both WordSim353 and Czech Traveler datasets.





Resumen

El objetivo de esta tesis es desarrollar un método para la clasi�cación automática de las
entidades que aparecen en conjuntos de datos basados en fragmentos cortos de texto. El
énfasis se situará en los métodos sin supervisión y semi-supervisados, que permitirán una
granularidad �na de caracteres de las clases de destino, y no requieren instancias etiquetadas
para el aprendizaje.
Nuestro intento inicial de abordar el problema de la clasi�cación de entidades se denomina

algoritmo de Mapeo Semántico de Conceptos (SCM por sus siglas en inglés). El algoritmo
SCM mapea las oraciones sustantivas que representan las entidades y las clases de destino
a WordNet. Entonces se emplea una medida de similaridad de WordNet para asignar la
clase más próxima a la oración sustantiva. Si no se puede establecer una correspondencia
entre una oración sustantiva con algún concepto de WordNet, se ejecutará un algoritmo de
Descubrimiento Dirigido de Hiperónimo (THD por sus siglas en inglés). El algoritmo THD
extrae un hiperónimo de un artículo de la Wikipedia de�niendo la oración sustantiva usando
patrones léxico-sintácticos. Este hiperónimo se usa para mapear la oración sustantiva a un
grupo de sinónimos cognitivos de WordNet. El hiperónimo puede ser percibido también como
el resultado de la clasi�cación en si mismo, obteniendo así un sistema de clasi�cación sin
supervisión.
Los algoritmos SCM y THD fueron diseñados para el inglés. Mientras que la adaptación de

estos algoritmos a otros idiomas es concebible, hemos decidido desarrollar el algoritmo Saco
de Artículos (BOA por sus siglas en inglés), que es agnóstico con respecto al idioma y se
basa en el clasi�cador estadístico de Rocchio. Este algoritmo también usa la Wikipedia para
la clasi�cación. WordNet se usa de un modo nuevo para calcular los pesos de los términos.
También se emplea como una lista de términos positivos y para lematizar. Se propone asimismo
un algoritmo de desambiguación opcional que emplea un contexto global. Consideramos el
algoritmo BOA como la principal contribución de esta disertación.
La evaluación experimental de estos algoritmos se ha llevado a cabo sobre el conjunto de

datos WordSim353 y sobre el conjunto Czech Traveler, este último especí�camente diseñado
para el propósito de nuestra investigación. BOA obtiene una correlación Spearman de 0.72 con
supervisión humana, que es próxima a la correlación 0.75 para el algoritmo ESA, que hasta
donde el autor sabe se trata del único y mejor algoritmo en rendimiento para este conjunto
de datos de referencia.
Mientras que SCM rinde por debajo sobre WordSim353, sobrepasa a BOA en el conjunto

de datos Czech Traveler. Esta discrepancia requiere más investigación. En una evaluación
aislada de THD sobre el conjunto de datos Czech Traveler el algoritmo devolvió el hiperónimo
correcto para el 62% de las entidades.
Los resultados adicionales de posible interés por separado incluyen una nueva función de

ponderado de términos basada en WordNet, la evaluación cualitativa y cuantitativa de la
Wikipedia como una fuente textual para el descubrimiento de hiperónimos con patrones de
Hearst, y un estudio exhaustivo de las medidas de similaridad de WordNet incluyendo su
banco de pruebas sobre los conjuntos de datos WordSim353 y Czech Traveler.
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Introduction

This dissertation addresses the problem of extraction and classi�cation of entities represented
by noun phrases. This task, which we call entity classi�cation, arises for example in the analysis
of image captions. While techniques for Named Entity Recognition and classi�cation (NER)
are well-researched, NER classi�ers typically need to be trained on large labeled document
corpora, which generally involve only several labels. The goal of this thesis is to develop a
method for automated classi�cation of entities appearing in datasets consisting of short textual
fragments. The emphasis is on unsupervised and semi-supervised methods that will allow for
�ne-grained character of target classes.
Since we consider entities to be nouns or noun phrases coming from short textual fragments,

we cannot assume to have their left and right local context available for n-gram techniques to
be applied. On the other hand, it is often the case that unlabeled entities coming from the
same dataset share the same global context. Such properties are often exhibited by captions of
images that come from the same collection. This raises a need for a disambiguation algorithm,
which can take advantage of the global context.
The goal of this dissertation is to develop a solution for entity classi�cation that would:

• holistically address the entity classi�cation problem:

� extract entities from plain text,

� accept user-de�ned set of target classes or no set of classes at all,

� require no training set from the user,

• have results comparable with the state-of-the-art algorithms,

• disambiguate using global context,

• follow zeitgeist maintaining near real time performance � new named entities are rec-
ognized once they are covered by Wikipedia, the total time to process one input entity
and a set of ten or less target classes takes several seconds at most,

• use English as the target language, but allow for easy extensibility to other Indo-
European languages.

Our initial attempt to address the entity classi�cation problem, conceived already in 2008, is
presented in Chapter 1. This algorithm, called Semantic Concept Mapping (SCM) approaches
the entity classi�cation task by mapping the noun phrases representing the entities as well as
the target classes to WordNet synsets. A WordNet similarity measure is then used to assign
the closest class to the noun phrase. If a noun phrase does not match any WordNet synset, a
Targeted Hypernym Discovery (THD) algorithm is executed: a Wikipedia article de�ning the
noun phrase is retrieved using a hybrid measure based on article popularity and text-based
relevance. Hypernym from this article is extracted using a rule-based extraction grammar.
This hypernym is then used to map the noun phrase to a WordNet synset. The hypernym can
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30 Introduction

be also perceived as the classi�cation result by itself, resulting in an unsupervised classi�cation
system.
Experiments presented in our paper [KCN+08a] showed that Wikipedia fares remarkably

well in the THD task, while WordNet-based classi�cation did not produce satisfactory results.
SCM algorithm also does not yet exploit the global context.
In response, we proposed an outline for the Bag-Of-Articles (BOA) algorithm in [Kli10] in

2010. This algorithm, presented in detail in Chapter 2, uses Wikipedia also for classi�cation,
and the use of WordNet is diminished to an optional term-weighting function, positive term
list and lemmatization. An optional disambiguation algorithm utilizing global context is also
proposed. We consider the BOA algorithm to be the main contribution of this dissertation.
The related research is placed after the description of the SCM and BOA algorithms into

Chapter 3. It should be noted that the �rst papers on Wikipedia-based word similarity
computation, which is the closest �eld to our focus, started to appear around 2007, when also
this dissertation was started. Chapter 3 thus serves primarily for comparison of other work
with our contribution, with SCM and BOA algorithms being at this point known to the reader
from the previous chapters, rather than as a description of foundations on top of which our
algorithms are built.
Both our algorithms � SCM and BOA � use WordNet and Wikipedia, albeit in di�erent

ways and to di�erent extent. The discussion of these two knowledge sources is solicited into
two separate chapters. Chapter 4 focuses on WordNet with emphasis on its use for word
similarity computation. The similarity measures introduced in this chapter are central for the
SCM algorithm. They are also relevant for term-weighting functions proposed for use in the
BOA algorithm.
Chapter 5 examines the potential of using Wikipedia for THD and discusses the factors

in�uencing the existence of a Wikipedia page covering an entity. An important part of this
chapter are new experimental results that give a quantitative perspective of the issues raised.
Chapter 6 presents evaluation of the proposed algorithms. This chapter also gives a re-

view of relevant experimental datasets and introduces the Czech Traveler dataset, which was
speci�cally developed for the purpose of our research. Experimental evaluation is performed
on the WordSim353 dataset, the most commonly referenced one in the �eld of word similarity
computation, and on the Czech Traveler dataset.
The conclusions located in Chapter 7 summarize our contribution. The dissertation is

�nished with several appendices. The grammar used by our THD algorithm is presented
in Appendix A, con�guration of the software implementation is described in Appendix B,
Appendix C reprints the standard benchmark in the WSC task � the WordSim353 dataset
and Appendix D introduces the Czech Traveler dataset.



1. Semantic Concept Mapping

The goal of this chapter is to introduce our �rst attempt to address the entity classi�cation
problem, which we call the Semantic Concept Mapping (SCM) algorithm. SCM takes on its
input a list of target classes, represented as concepts from a thesaurus, and a textual fragment.
It breaks down the textual fragment to noun phrases, which are assumed to correspond to
entities, and then maps these entities also to thesaurus entries. SCM performs classi�cation by
exploiting the relations between common entities codi�ed in the thesaurus. For this purpose it
relies on already existing and well-researched similarity measures and the WordNet thesaurus,
no labeled data are involved. The winning class has the highest value of the selected similarity
measure with the entity.
If an entity cannot be mapped to an entry in the thesaurus, the system tries to map it to

a thesaurus entry using targeted hypernym discovery. THD builds upon body of available
work on discovery of hypernyms with lexico-syntactic patterns from text. It is called targeted,
because it does not extract all word-hypernym pairs like many other approaches, but its
input is only the entity for which the hypernym should be discovered. The algorithm tries to
identify the most suitable document describing the entity, and in this document the most likely
hypernym for the entity. The documents de�ning the entity are searched in an encyclopedic
resource and lexico-syntactic patterns are used to extract the hypernym.
For the sake of clarity and practicality, we make some decisions regarding the knowledge

sources and technologies employed. WordNet is used as a thesaurus, Wikipedia as an encyclo-
pedic resource and the General Framework for Text Engineering (GATE) [CMBT02] as the
linguistic framework. Since these choices represent the de facto standard in some �elds of
applied NLP, and there is an abundance of literature on these resources, we believe that it is
not necessary to describe them in detail.
This chapter is organized as follows. Sec. 1.1 gives the motivation for the SCM method.

The technical work�ow of the algorithm is covered in Sec. 1.2. If the entity cannot be mapped
in a straightforward way, THD is executed as detailed in Sec. 1.3. Sec. 1.4 gives an example.
The implementation is described in Sec. 1.5 and the experimental results are summarized in
Sec. 1.6.
Also note that the SCM method relies on WordNet similarity measures, these are described

in Chapter 4. Chapter 5 focuses on Wikipedia as a resource for THD.

1.1. Motivation

In the discussion of an algorithm for classi�cation of textual entities we can draw some parallels
with the image classi�cation task. Image classi�cation algorithms typically perform classi�-
cation of whole images or image segments to multiple categories with the choice of categories
varying from application to application. The classi�er typically needs to be retrained each
time the set of categories changes. This is not an unsurmountable problem since the amount
of required training data is usually small enough to make the design of human-labeled training
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32 Chapter 1. Semantic Concept Mapping

sets feasible. The resulting classi�ers often have soft outputs, assigning a con�dence measure
to the prediction of class label.

Example 1.1 (Human labels entities in image annotation). A human evaluator, Helen, is asked
to classify objects appearing in image annotation �lunch in a park surrounding Livadia Palace�
to the following classes: C = sand, sea, vegetation, person, sky, rock, tree, grass, ground,
building. Helen identi�es entities �lunch�, �park� and �Livadia Palace�. For �lunch�, no concept
seems similar enough, she can either decide no to mark it -or- to choose almost arbitrarily any
concept. For �park�, Helen arbitrarily decides between �vegetation� and �grass� and proceeds
to the last noun phrase �Livadia Palace�. Not seeing this exact sequence of two words before,
she hesitates between looking the entity up in Wikipedia and judging about the entity only
from the head noun. Opting for the quicker latter option, she unanimously selects �building�
as the target class, since it is conceptually closest to �palace�; palace is a kind of building. a

aAfter the evaluation, Helen may complain about the un�tting set of classes. The classes picked for the
example were the same as used for labeling image segments in [KCN+08a].

In contrast, images are typically represented with much lower number of features, e.g.
[WMS00] note that typical descriptor dimensions range from few tens to several hundreds.
In addition, the feature vectors of individual annotations are sparse; [Wes00] reports a ratio
of 158:1 between the average number of terms in an image caption and the total number of
terms in the collection of captions. Data sparsity has a particularly severe e�ect on uncommon
words including named entities, which are often of central importance in image annotations.
With SCM we take a human inspired � rather than statistical � approach to entity classi�-

cation as illustrated by Example 1.1.

1.2. Work�ow

Our algorithm proceeds in a similar way as a human would if presented an image annotation,
a set of target classes C, and asked to express what is probably on the image using only the
concepts provided:

• The algorithm �rst identi�es the likely objects on the image by parsing the annotation
for entities with extractNounphrases method. We assume each noun phrase in the
input text to be an entity. Noun phrase is understood simply as a linguistic unit that
generally consists of a noun preceded by zero to multiple modi�ers.

• Entities are mapped to entries in the WordNet thesaurus with the wordnetMap method.
This method has internally several branches:

� For noun phrases that directly match one entry in the WordNet thesaurus, the
mapping is straightforward.

� If there are multiple matching entries, disambiguation by selecting the most frequent
sense is performed.

� If no entry is matching even the head noun (the last noun in the noun phrase), the
system uses targeted hypernym discovery from Wikipedia to replace the original
noun phrase with its hypernym.
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• The target classes are also represented as WordNet entries. Once the entities are mapped
to WordNet, for each entity function wordnetSim selects the closest target class in terms
of �distance� in the WordNet thesaurus.

Alg. 1 provides a high level view of SCM classi�cation.

Algorithm 1 Semantic Concept Mapping
Input: textual fragment TEXT , set of concepts C
Output: Set T of tuples 〈np, c〉, c ∈ C, np noun phrase occurring in TEXT

T := ∅
NP := extractNounphrases(TEXT )
for all noun phrase np ∈ NP do

wordnetMap:= mapToWordNet(np)
class:= arg maxc∈C wordnetSim(wordnetMap, c)
T := T ∪ {〈np, class〉}

end for

return T

In the following, the signi�cant parts of this algorithm will be discussed in detail. The noun
phrase extraction extractNounphrases is done by the Noun Phrase Chunker extension of the
GATE NLP framework. The mapToWordNet method is covered in Subs. 1.2.1. Subs. 1.2.2
discusses the selection of target concepts which need not be necessarily straightforward. The
WordNet similarity computation wordnetSim is detailed in Subs. 1.2.3.

1.2.1. Mapping to WordNet

SCM takes advantage of the WordNet thesaurus to assess the similarity of a pair of concepts.
WordNet groups English words into sets of synonyms called synsets and declares various
semantic relations including hypernymy between the synsets in the form of a lexical semantic
network. SCM expresses the desired set of classes as well as entities from the text as WordNet
synsets. WordNet similarity measure is then used to determine the similarity between an entity
and each of the classes. Soft classi�cation is thus achieved with an entity being classi�ed to
the class with which it has the highest similarity.
Although WordNet is a comprehensive thesaurus containing approximately 146,000 word�

sense pairs for nouns (as of its version 3.0), it does not contain some uncommon words and most
named entities. For the purpose of resolving entities not found in WordNet, we introduced
targeted hypernym discovery, which uses Wikipedia to �nd a hypernym to an entity.
SCM tries to map each noun phrase (entity) to a WordNet synset according to the following

priorities: 1) noun phrase, 2) head noun, 3) hypernym for noun phrase, 4) hypernym for head
noun. The hypernym discovery process is depicted by Alg. 2.
The match is successful if a WordNet concept with the same string representation is found.

If even the hypernym for head noun is not found, the system recursively extracts a more
general hypernym mappable to WordNet. The implementation of the hypernym discovery
approach used is discussed in Sec. 1.3.
The extraction order was established based on small scale experimentation. Head noun is

tried before the hypernym for the noun phrase, because in our experience, if the head noun is
a common word present in WordNet, it is typically the type of the entire multi-word entity.
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Algorithm 2 Mapping to WordNet in SCM (mapToWordNet method)
Input: np � noun phrase representing the entity
Output: wordnetMap � a WordNet mapping

wordnetMap:= getWordNetWord(np)
if wordnetMap = ∅ then
head:= getHeadNoun(np)
wordnetMap:= getWordNetWord(head)
if wordnetMap = ∅ then
hypernym := getHypernym(np)
if hypernym 6= ∅ then
wordnetMap:= getWordNetWord(hypernym)

end if

if wordnetMap = ∅ then
hypernym := getHypernym(head)
if hypernym 6= ∅ then
wordnetMap:= getWordNetWord(hypernym)

end if

end if

end if

end if

return wordnetMap

While THD for the entire noun phrase could also yield a hypernym, our impression is that
the likelihood of this hypernym being incorrect is larger than if only the head noun is taken.
Example 1.2 illustrates that, additionally, this hypernym may not be as speci�c as the head
noun.

Example 1.2 (Noun phrase resolution to WordNet). Consider the noun phrase �Bucegi National
Park�, which has been extracted from caption of one of the images in the Czech Traveler dataset
(Subs. 6.1.3). Following the priorities outlined above, the system tries to look up the following

• �Bucegi National Park� � fail. Not a WordNet concept,

• �Park� � success. �Park� is a head noun of �Bucegi National Park� and a WordNet
concept.

Consider reversing the steps above: �rst hypernym and then head noun. The system will
locate Wikipedia page �Bucegi Natural Park� and from its �rst sentence �The Bucegi Natural
Park (Romanian: Parcul Natural Bucegi) is a protected area...� extract hypernym �protected
area�. Entry �protected area� is not in WordNet. The system either has to use the head
noun �area�, or try to get a hypernym for �protected area�. The latter option would result
in hypernym �location�. Either �location� or �area� are inferior hypernyms (less speci�c) to
�park�. This example illustrates our reasoning behind using the head noun before trying to
extract the hypernym.

The result �park� in the example above is correct, but can also be improved by syntactical
analysis of the noun phrase, which will allow more informed stripping of the modi�ers (i.e. try
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'national park' before 'park'). Alg. 2 can be generalized to perform recursive search for best
�tting hypernym. An example of such a process is given in Example 1.3.

Example 1.3 (Recursive noun phrase resolution). Consider another noun phrase, �Aughandu��,
a randomly drawn title of a Wikipedia article:

• �Aughandu�� � (both noun/head noun step) fail.

• �townland� � fail not a WordNet entry. �townland� was extracted as a hypernym from
the �rst sentence of Wikipedia article �Aughandu��: �Aughandu� is a townland in the
Parish of Forkhill�.a

• �geographical unit� � fail not a WordNet entry. �geographical unit� is a hypernym
retrieved from the �rst sentence of Wikipedia article �Townland�: �A �townland� is a
small geographical unit of ...�b,

• �unit� � success. �unit� is the head noun of �geographical unit� and a WordNet entry.
aArticle version from November 2, 2007. THD on the current version (as of July 27, 2012) would return
hypernym �hamlet�, which is a WordNet entry.

bArticle from January 14, 2008. THD on the current version (as of July 27, 2012) would return hypernym
�small geographical division�.

Referring to Example 1.3, it should be emphasized that Alg. 2 would have stopped at
townland failing to produce mapping to WordNet. Allowing for full recursion in search for
the hypernym produces a result in this example case, however, in our experience we have not
observed many cases when this actually helps. Even in this example, the result � �unit� � is
a rather distant hypernym for �Aushandu��.
A more severe limitation of the proposed approach is posed by the fact that many entries

in WordNet have multiple synsets. For example, there are six possible meanings (synsets)
for the noun `park' as given by WordNet 3.0. The �rst three refer to a recreational area,
the fourth one refers to the Scottish explorer Mungo Park, the �fth to `parking lot' and the
sixth to a gear position. The order of these entries is not random; WordNet actually lists the
most frequently used sense of the word �rst. SCM uses the common baseline approach for
word sense disambiguation [Agi07] and only selects the most frequently used sense. A WSD
algorithm is implemented within the BOA classi�er (refer to Subs. 2.4).

1.2.2. Selection of Target Classes

SCM is a semi-supervised classi�cation algorithm, which requires (or accepts) no training
instances. The classi�cation performance is thus mainly a�ected by the similarity measure
used and by the selection of a suitable set of target classes.
Since SCM always produces a decision, the classes should ideally cover the whole universe

of entities that may appear in the input text. A theoretical option is to require some min-
imum similarity to classify an entity. If the similarity between the entity and the winning
class is below a certain threshold, the entity is classi�ed as �unknown�. The �unknown� class
would thus cover the part of the universe not covered by the classi�er. Since it is not clear
how to determine such thresholds, the current framework requires that the unknown class is
represented by multiple speci�c concepts (classes).
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Individual classes in the set of target classes C are designated by a human expert as a string
mappable to a WordNet synset (e.g. car) or directly as a WordNet synset. The disadvantage
of the former option, the one supported in our implementation, is that the mapping to a
WordNet may result in multiple matching synsets.

1.2.3. WordNet Similarity Measure

The system computes the similarity between the synset representing the entity and each of the
custom-de�ned target class concepts in C. There is a large body of work on WordNet-based
measures of semantic similarity, overview of selected measures is covered by Chapter 4.
Referring to Alg. 1, the WordNet similarity is used to select the closest target concept c ∈ C

to the hypernym query mapped to wordnetWord:

class = arg max
c∈C

wordnetSim(wordnetWord, c) (1.1)

This equation does not de�ne which of the senses of wordnetWord should be used in the
computation. As described in more detail in Chapter 4, there are generally two options.
Either the most frequent sense of the word is taken with the Most Frequent Sense (MFS)
strategy, or similarity values are computed for all combinations of sense assignments and the
highest attained similarity value is returned with the Synset Similarity Maximization (SSM)
strategy.

1.3. Targeted Hypernym Discovery

The hypernym discovery approach proposed here is based on the application of hand-crafted
lexico-syntactic patterns (Hearst patterns). Although lexico-syntactic patterns have been
extensively studied since the seminal work [Hea92] was published in 1992, most research
have focused on the extraction of all word-hypernym pairs from the given generic free-text
corpus. Lexico-syntactic patterns were in the past primarily used on larger text corpora with
the intent to discover all word-hypernym pairs in the collection. The extracted pairs were
then used e.g. for taxonomy induction [SJN06] or ontology learning [CV05a]. This e�ort was
undermined by the relatively poor performance of lexico-syntactic patterns in the task of
extracting all relations from a generic corpus. On this task, the state-of-the-art algorithm of
Snow [SJN05] achieves an F-measure of 36%.
However, applying lexico-syntactic patterns on a suitable document with the intent to ex-

tract one hypernym at a time can achieve F1 measure of 0.851 with precision 0.969 [LLM11].
In [LLM11], the suitable documents were Wikipedia entries for persons and the target of the
discovery was the hypernym for the person covered by the article.
We introduce name �Targeted Hypernym Discovery� (THD) for this approach. The goal of

THD is not to �nd all hypernyms in the corpus but rather to �nd hypernyms for a speci�c
entity. The THD algorithm proposed here is an updated and expanded version of the algorithm
used in our earlier work [CKN+08]. The algorithm requires no training and can use up-to-
date on-line resources to �nd hypernyms in real time. The outline of the steps taken to �nd
a hypernym for a given entity in our THD implementation is denoted in Alg. 3.
Performing Alg. 3 requires to carry out multiple information retrieval and text process-

ing tasks. For text processing, our THD implementation uses the GATE NLP Framework
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Algorithm 3 Targeted Hypernym Discovery (getHypernym procedure)
Input: np � noun phrase representing the entity, maxArticles
Output: hypernym � a hypernym for the entity

//if there are only n matching articles, n < maxArticles articles, get all
doc[ ] := get top maxArticles documents matching np
for i:=1 to |doc| do
if doc[i] matches np then
hypernym := extractHypernym(doc[i])
if hypernym 6= ∅ then
return hypernym

end if

end if

end for

return ∅

[CMBT02]. In Subs. 1.3.1, we substantiate the choice of Wikipedia as the corpus and ex-
plain the way it is interfaced and the documents are preprocessed. Information retrieval
from Wikipedia is covered in Subs. 1.3.2. The text processing symbolically denoted by the
extractHypernym function call in Alg. 3 is covered in Subs. 1.3.3.

1.3.1. Wikipedia as the Corpus

A gold-standard dataset for training and testing hypernym discovery algorithms is WordNet
(e.g. [SJN05, SJN06]). WordNet's structured nature and general coverage make it also a
favourite choice for general disambiguation tasks. However, the frequent occurrence of named
entities in some datasets makes the use of WordNet and probably most other closed lexical
resources infeasible. This is documented in the study [SJN05], which evaluated several hyper-
nym discovery algorithms on a hand-labeled testset where over 60% of entities were named
entities. The performance of the best algorithm based on lexico-syntactic patterns signi�cantly
surpassed the best WordNet-based classi�er (F-Measure increase from 0.2339 to 0.3592).
The goal of THD is to improve the coverage of SCM by mapping entities that do not occur

in WordNet to WordNet synsets through hypernyms extracted from a suitable large free-text
corpus. We opted for Wikipedia, the fast growing, publicly available encyclopedia.
Unlike [BC07] who combined web search, Wikipedia article titles and hyperlinks for extrac-

tion of instances of arbitrary relations or [SKW07] who mainly use the Wikipedia category
system for the purpose of ontology learning, we found the �rst section of Wikipedia articles
as particularly suitable for hypernym discovery and use it as the sole source of information.
More details on the suitability of Wikipedia for hypernym discovery are present in Chapter 5.

1.3.2. Wikipedia Search

The selection of articles for hypernym discovery is the main di�erentiator between the system
presented here and other approaches in the literature. For a given entity (query for hypernym),
an online search in English Wikipedia is executed through the Wikipedia Search API, which
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provides access to Wikipedia's Lucene-based fulltext search.1

Example 1.4 (Search result for query �Maradona�).
<api>

<query>

<searchinfo totalhits="804"/>

<search>

<p ns="0" title="Diego Maradona" snippet="Diego Armando <span

class='searchmatch'>Maradona</span> (...; born 30 October 1960) is a former

Argentine football player.

He is widely regarded as one of <b>...</b> " size="69655" wordcount="9140"

timestamp="2011-05-17T07:43:37Z"/>

<p ns="0" title="Hugo Maradona" snippet="Hugo Hernán <span

class='searchmatch'>Maradona</span> (born May 9, 1969), also known as

El Turco, is an Argentine Association football coach and former player.

<b>...</b> " size="6075" wordcount="692" timestamp="2011-04-08T09:30:47Z"/>

<p ns="0" title="Maradona by Kusturica" snippet="<span

class='searchmatch'>Maradona</span> by Kusturica is a documentary on the life

of Argentine footballer Diego <span class='searchmatch'>Maradona</span> ,

directed by the award-winning Serbian <b>...</b> " size="3267" wordcount="344"

timestamp="2011-04-23T05:31:07Z"/>

...

</search>

</query>

<query-continue>

<search sroffset="10"/>

</query-continue>

</api>

Search url: http://en.wikipedia.org/w/api.php?action=query&format=xml&list=

search&srwhat=text&srlimit=10&srsearch=maradona [Retrieved on April 4, 2011]

Articles are ranked according to textual similarity and also on the number of in-links they
receive. This ensures that e.g. for query �Gates� the �rst article in the search result list is an
article on �Bill Gates�, and not an article on some other person named Gates, which would
have probably be produced on the basis of pure textual match. Our assumption is that the
higher the article in search results the higher the probability that the article is a correct match
for the query. Since in our current work we stick to this �most frequent sense assumption�,
the articles are processed in the order of their appearance in the search results. Example 1.4
gives a sample search result.
The full texts of a Wikipedia article is obtained via the Special:Export interface of

Wikipedia's MediaWiki engine2, which puts less strain on Wikipedia's resources than ob-
taining a Wikipedia article. A sample export via this interface is given by Example 1.5.

1http://www.mediawiki.org/wiki/Extension:Lucene-search [Retrieved on June 11, 2012]
2http://www.mediawiki.org

http://en.wikipedia.org/w/api.php?action=query&format=xml&list=search&srwhat=text&srlimit=10&srsearch=maradona
http://en.wikipedia.org/w/api.php?action=query&format=xml&list=search&srwhat=text&srlimit=10&srsearch=maradona
http://www.mediawiki.org/wiki/Extension:Lucene-search
http://www.mediawiki.org
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Example 1.5 (Article �Diego_Maradona� retrieved via Special:Export).
...

<page>

<title>Diego Maradona</title>

<id>8485</id>

<revision>

<id>429522687</id>

<timestamp>2011-05-17T07:43:37Z</timestamp>

<contributor> <username>Gelu6</username>

<id>13663249</id>

</contributor>

<text xml:space="preserve" bytes="69655">

{{Use dmy dates|date=May 2011}}

{{Infobox Football biography 2

| playername = Diego Maradona

| image = [[Image:Diego Maradona.jpg|265px]]

| fullname = Diego Armando Maradona

...}}

�'Diego Armando Maradona�' (...; born 30 October 1960) is a former [[football

in Argentina|Argentine football]] player. He is widely regarded as one of the

greatest.. </text>

</revision>

</page>

</mediawiki>

Search url: http://en.wikipedia.org/wiki/Special:Export/Diego_Maradona, [Retrieved

on May 17, 2011]

Filtering Search Results In many cases, the article title is spelled di�erently or with a
word missing or added as compared to the query. Extracting hypernyms from articles that
only loosely match the query would deteriorate the performance of the system; it is therefore
necessary to determine if the article is on the entity in the hypernym query. In order to
make this decision we compute a string similarity between the article title and the query.
Our system uses the Jaro-Winkler similarity, since this measure was speci�cally developed for
matching named entities (people names) [WT91]. If this similarity is below a given threshold,
the article is excluded from further processing.
Since the capitalization of the query and the article topic should match, but Wikipedia

capitalizes all the article headings, the article text is previewed to see if the topic of the article
tends to appear in upper case or lower case in article body. This for example removes an
article titled �Logical Gates� from the search result for query �Gates�, the reason is that the
word �Gates� appears in the article �Logical Gates� mostly in lower case.

Obtaining full text The full texts of a prede�ned number of top ranked Wikipedia articles
that passed the selection outlined above are obtained through the Special:Export interface
of Wikipedia's MediaWiki engine described earlier. Since the �rst section of the article is
generally most informative, the remaining sections are dropped. Also, wiki-markup, links,

http://en.wikipedia.org/wiki/Special:Export/Diego_Maradona
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hidden text such as comments, information boxes etc. are stripped.
Our system interfaces with Wikipedia through a newly-designed WikipediaPR module,

which is described in Subs. 1.5.2.

1.3.3. Pattern Matching

The input for this phase is a �hypernym query�, an unknown entity, and a Wikipedia article
that is assumed to cover the unknown entity. The output is a hypernym. According to our
experimental evaluation, the �rst section of an article provides a su�cient basis for THD since
it contains a brief introduction to the topic of the article, often including the desired de�nition
in the form of a Hearst pattern. Processing the remaining sections, in our experience, generally
only increases the computation time and introduces incorrect hypernyms.
In GATE framework, the linguistic information is attached to the underlying text using

layers of annotations. The annotations are assigned additional pieces of information using
features. For the purpose of the THD grammar detailed in this subsection, there are two
important annotation types Token and Highlight. For Token annotation, the grammar works
with the following features:

• string: underlying text

• category: POS tag

• split: true if the underlying text is a sentence split, otherwise false.

The Highlight annotation is placed over occurrences of the hypernym query. It is processed
twice, �rst by the grammar without any features, and then including features in the post-
processing phase; the description of features of Highlight annotation is therefore postponed
into Subs. 1.3.4, which covers the post-processing.
The NounChunk annotation is not used directly by the grammar, but it is used from the

application to extract a more precise hypernym from the input text. JAPE grammars (Java
Annotation Patterns Engine) [CMT00] are used to create and execute Hearst patterns over
these annotations which extract the hypernym.

JAPE grammars The NLP components that perform text preprocessing in the GATE frame-
work append their output to the existing text in the form of annotations. JAPE provides a
�nite-state transduction over these annotations.
A JAPE grammar [CMT00] is processed by a JAPE transducer, a GATE PR module. Input

for a JAPE transducer is a JAPE grammar, which is basically a set of rules, and a preprocessed
text to annotate. JAPE rules consist of left- and right-hand side. On the left-hand side, there
is a regular expression over existing annotations; annotation manipulation statements are on
the right-hand side. A JAPE grammar was already used to match Hearst patterns in [CV05a].
However, their paper does not elaborate on the grammar used or on its performance in detail.

JAPE grammar for Hearst Patterns Alg. 4 gives a sample JAPE grammar used for hyper-
nym discovery in THD, for full listing refer to Appendix A. The grammar was designed for
speed. Although the use of the {1,} and {0,} repeat operators �+� and �*� would simplify and
generalize the macro, it would also have deteriorating impact on the processing speed3, which
3According to GATE documentation [CMB+12]: �Optimising for speed: ... avoid the use of the * and +
operators. Replace them with range queries where possible.�
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we wanted to avoid. Other lexico-syntactic patterns identi�ed by Hearst [Hea92], e.g. the
`such as' pattern, were not considered, because they did not seem to provide a signi�cant
improvement from our preliminary observation. To illustrate the grammar in action, we show
in Alg. 4 how it would extract the hypernym for �Maradona� from the following sentence:

Diego Armando Maradona (born 30 October 1960) is a former Argentine football
player.

Comments delimited by '//' are used to align the matched text with individual subpatterns
of the grammar. The grammar references the Token and Highlight annotation described
above and three macros: NameOf, LHSHearstBody and Head. From the point of the embedding
grammar, a macro can be viewed as an annotation. These macros are detailed below.

Algorithm 4 Sample JAPE grammar for extracting Hearst patterns
Input: Tokenized text annotated with QueryHighlightPR
Output: The input extended with the hypernym marked with hearstPattern annotation or
the input if the rule did not �re
// rule matches patterns only within one sentence
Rule: ExampleHearstPattern
Priority:1000
// rule-speci�c macro to match the query
(Highlight) //matches `Maradona'
// matches any number of any tokens
({Token.split="false"})* // matches `(born October 30, 1960)'
// followed by a form of `to be', here `is'
{Token.string == "is"}|{Token.string == "are"}|{Token.string == "were"}|{Token.string
== "was"}
// followed by an article
({Token.string == "a"}|{Token.string == "an"}|{Token.string == "the"}) //matches `a'
(NameOf)? // does not match anything in this example
// followed by macro a de�ning allowed words preceding the actual hypernym for query
(LHSHearstBody) // matches `former Argentine football'
// hypernym can be only NN, NNS or NNP
(Head) // matches `player'
:hearstPattern
=⇒ // delimits LHS from RHS
// new `hearst' annotation is added to `player' the string identi�ed by the hearstPattern
label
:hearstPattern.hearst = {rule = "Example"}

NameOf

The NameOf macro (matching string �name of�) accommodates for cases, when there is �is a
name of� �ller inserted between the verb and the hypernym in the sentence as in:
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Hors�eldia is a name of plant genus native to South East Asia

First sentence of the Wikipedia article 'Hors�eldia' as of 6 April 2011.

The complete macro can be found in Appendix A.

LHSHearstBody

The LHSHearstBody macro matches the following pattern:

Listing 1.1: LHSHearstBody macro
Token? CD? JJ? JJ? NNP? NNP? VBN? JJ? JJ? NN? NN? NN? NN?

Token? matches any single token (word, comma etc.) or nothing, CD matches a cardinal
number, JJ an adjective, NNP a proper noun, NN a noun and VBN a verb. The complete grammar
can be found in Appendix A.

Head

The Head macro matches the following pattern:4

Listing 1.2: Head macro
NN|NNP|NNS

This captures the head noun of the hypernym (�player� in the example). In many cases,
the noun phrase embedding the head makes for a better and more speci�c hypernym.

Linguistic Processing Outside JAPE grammar

THD has two outcomes: the (proper) noun annotated with the `hearst' annotation (`player')
and the noun phrase in which it is contained (`former Argentine football player'). This noun
phrase can be in some cases identical with the noun, but ideally it should provide a less general
hypernym for the query. To obtain the embedding noun phrase, a noun chunker is run as part
of the preprocessing. After the JAPE grammar is executed, the noun phrase embedding the
head noun is extracted and marked as a second outcome of the algorithm. The grammar also
transfers features from the Highlight annotation to the resulting hearst annotation. These
features are then used by the hypernym �ltering process, which is covered by Subs. 1.3.4.

1.3.4. Filtering Hypernyms

As shown in the full JAPE listing (Alg. 17, Appendix A), the features on the Highlight

annotation are transfered to the hearst annotation, which is created on the hypernym. These
features are used in a subsequent hypernym �ltering step, where hypernyms not matching
externally set constraints are omitted.
The annotation has four features describing the type of the match produced:

• Type (query/title/article_start)

• Full (true/false), value false indicates partial match against the query or article title

4The �|� symbol denotes logical or.
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• DiacriticsMatches (true/false) diacritics of the query or title matches the string in the
document on which the annotation is placed,

• CaseMatches (true/false) the casing of the query or title matches

In general, the true values for the Full, DiacriticsMatches and CaseMatches features
increase precision.
The rationale for the Type parameter is that, in our observation, the full name of the entity

as re�ected also in the name of the article tends to appear in the �rst sentence of the article
rather than the (often abbreviated) hypernym query.

Example 1.6 (Matching article title instead of hypernym query). For hypernym query
�Maradona� the corresponding article is named �Diego Maradona� and the sentence featuring
the Hearst pattern starts �Diego Armando Maradona ... is a � (refer to Example 1.4). The
query is better matched with the article text than article title in this case. However, if the
hypernym query is Maradona's nickname �El Pibe de Oro� (Spanish for �the golden kid�) then
the document title is more suitable to be matched against the article text than the query.

If the match is full or partial is determined using regular expressions over plain text. The
sought string (hypernym query or title) is broken down into words and a regular expression is
generated from it. For each match of the regular expression it is assessed whether the match
spans all the sought words or not.
We also experimented with matching the article start to cover articles, which have �rst

sentence containing the hypernym as object, but the subject is missing (refer to Appendix A).
Since it appears that there is a very small number of such articles, this annotation type is not
practically important.
Hypernym �ltering is technically performed by the WordnetSimilarityPR described in

Subs. 1.5.1. The Highlight annotation is created by the QueryHighlightPR described in
Subs. 1.5.2.

1.4. Example

Consider the picture of a footballer scoring a goal, which is assigned the textual annota-
tion �Maradona hits the net again�. This hypothetical classi�er assigns the following labels
(classes): {hockey player, footballer, basketball player, swimmer, runner, sports equipment}.
In order to aid this classi�er in its uneasy task, SCM can be used to determine which of the
classes probably appear in the image based on the textual annotation.
The annotation is broken down into two entities, `Maradona' and `net', and then the sys-

tem attempts to map each of these entities to WordNet. Following the steps described in
Subs. 1.2.1, SCM tries to �nd an entry for `Maradona' in WordNet, but there is no such en-
try. The system calls the THD algorithm to return a hypernym for `Maradona'. THD �nds
a Wikipedia entry entitled `Maradona', and with a Hearst pattern it extracts the hypernym
`football player'. The noun phrase `Maradona' is then matched with a synset that has `foot-
ball player' attached. Finally, the system computes the similarity between this synset and
the synsets representing each of the target classes using a WordNet similarity measure: class
`footballer' is correctly assigned the highest con�dence; it has similarity 1 because it belongs
to the same WordNet synset as `football player'.
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concept/entity Maradona net
footballer 1.0 0.11
sports_equipment 0.126 0.60

hockey_player 0.720 0.11
runner 0.705 0.34
swimmer 0.687 0.10
basketball player 0.710 0.11

Table 1.1.: Results of SCM on �Maradona hits the net�. The WordNet similarity measure
used is Lin (refer to Subs. 4.2.4).

SCM then proceeds to the second entity, `net'. THD is not used, because multiple synsets
described with this word are found directly in WordNet. Noun `net' is then mapped, using the
MFS strategy, to its �rst, most frequently used meaning/synset, which is the `the computer
network' sense. Luckily, the sports equipment target class is, nevertheless, assigned the highest
similarity (0.60).
The result obtained with our implementation is displayed on Table 1.1. The setup was

as follows: Lin similarity measure from the JWNL similarity library and using the informa-
tion content values computed over the British National Corpus with Resnik counting with
smoothing (refer to Subs. 4.3.1).

1.5. Implementation

This section gives details on standalone modules (GATE Processing Resources), which were
developed within the scope of this dissertation for the purpose of targeted hypernym discovery.
An overview of the work�ow is given by Fig. 1.1. The input text is parsed for entities with
the standard GATE modules. SCM, including THD, is implemented in Java on top of the
GATE framework. The core function of SCM � the similarity computation � is done by
WordNetSimilarityPR. Before it is run, Token and optionally NounChunk annotations must
be created on the input text. WordNetSimilarityPR reads the input GATE annotations and
writes its output also in the form of GATE annotations. Optionally, the stem feature on the
Token annotation is produced by Snowball stemmer (http://snowball.tartarus.org). It is
then used in WordnetPR for matching the entity with WordNet instead of the original text.
At this step, the application either preserves or drops casing depending on the value of the

requireCaseMatch boolean feature. For example, if �Bath� is stemmed to �bath�, it is reverted
to �Bath�.

1.5.1. WordNetSimilarityPR

The core SCM functionality is implemented by the WordNetSimilarityPR. This PR goes
through the input text and tries to classify all the matching entities with a selected WordNet
similarity measure as was described in Subs. 1.2.3. If the entity is not found in WordNet,
THD is initiated according to Alg. 2.
Our implementation o�ers a choice of any single similarity measure implemented in the

JWordnetSim library or the JWSL library, both detailed in Sec. 4.3. Based on experiments

http://snowball.tartarus.org
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Figure 1.1.: Semantic Concept Mapping Work�ow. Dashed boxes indicate contributions
within this dissertation

presented in Sec. 6.2, the Lin measure, supported in both libraries, was selected as the default
one. Supported sense selection strategies within SCM are MFS for JWNL and SSM for JWSL.

Features

• useNounChunks (boolean): input annotations are Token (false) or NounChunk annotations
covering noun phrases (true).

• useWikipedia (boolean): if true, THD is initiated if word not resolved in WordNet

If useWikipedia is set to true, the values of these additional features are used:
requireCaseMatch, requireDiacMatch, wikiEntriestoTry, allowTitleMatch,

articleTitleMatchThreshold, allowArticleStartMatch, requireFullMatch.

Matching against WordNet The system tries to map the annotation to WordNet. If not
successful and the current annotation is a noun phrase, SCM repeats the WordNet matching
attempt with the head noun of the current annotation. If that also fails it resorts to THD
according to Alg. 2.

1.5.2. Targeted Hypernym Discovery

Running THD within GATE requires two pipelines: the corpus acquisition pipeline and the
corpus annotation pipeline with Wikipedia articles (see Fig. 1.2).
The corpus acquisition pipeline contains only the WikipediaPR, which populates the corpus

for a given hypernym query.
The corpus annotation pipeline uses predominantly existing GATE modules to perform

text preprocessing. The only exception is the QueryHighlightPR, used for highlighting the
hypernym query in the text, which is the only contributed PR to this pipeline. Noun phrases
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are identi�ed using Ramshaw-and-Marcus noun phrase chunker [RM95] available in GATE.
Other modules come from the GATE reference information retrieval and extraction system
ANNIE (a Nearly-New Information Extraction System). The JAPE Transducer PR performs
the THD business logic: it is used by the THD with the grammar described in Sec. 3.2 to
discover Hearst patterns in the text.
In the typical case, multiple hypernyms might be extracted for each hypernym query, both

within one document and in multiple documents in the corpus. The selection of the correct
hypernym is done by WordNetSimilarityPR as described in Subs. 1.3.4.

Figure 1.2.: Targeted Hypernym Discovery Work�ow. Dashed boxes indicate contributions
within this dissertation

WikipediaPR

This processing resource implements the functionality described in Subs. 1.3.2. It populates
a GATE corpus with articles relevant to the query parameter.
The parameters (features) for this PR are:

• query (string): the hypernym query

• limit (integer): maximum number of articles to retrieve. The number of retrieved
articles may be smaller.

• ArticleTitleMatchThreshold (�oat): minimum Jaro-Winkler similarity between arti-
cle title and query. The default value is 0.9.
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• stripDiacriticsForTitleComparison (boolean): if set to true the similarity compar-
ison between query and article title is performed on the diacritics-stripped versions of
the respective strings.

The query is saved as a document feature query. While most of the Wiki markup is
not processed and directly stripped, the section start information (denoted by �==section
name==� markup) is used to mark the heading of the article and each section.

QueryHighlightPR

QueryHighlightPR generates the Highlight annotations as described in Subs. 1.3.4. The text
to be highlighted is taken either from the query parameter of the PR, or from the �query�
feature on the document processed (the former has a priority if both are present). No input
annotations or preprocessing is required. The way QueryHighlightPR works is detailed in
Alg. 5.

Algorithm 5 Highlighting query in the input text (QueryHighlightPR processing resource)
Input: textToHighlight, document � string representation of the document
Output: highlightAnnotations[ ] � annotations over textToHighlight in the document

highlightAnnotations[ ] := {∅}
strippedContent :=strip(document)
//the strip function removes diacritics
regex := buildRegexCaseInsensitive(breakToWords(strip(textToHighlight)))
for all match in matches(regex,document) do
annotation := newAnnotation(match)
if length(match) = length(textToHighlight) then
annotation.features= annotation.features ∪ "Type=full"

else

annotation.features= annotation.features ∪ "Type=partial"
end if

if diacriticsMatches(match,textToHighlight) then
annotation.features= annotation.features ∪ "DiacriticsMatches=true"

else

annotation.features= annotation.features ∪ "DiacriticsMatches=false"
end if

if caseMatches(match,textToHighlight) then
annotation.features= annotation.features ∪ "CaseMatches=true"

else

annotation.features= annotation.features ∪ "CaseMatches=false"
end if

highlightAnnotations[ ]:=highlightAnnotations ∪ annotation
end for

return highlightAnnotations[ ]
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1.6. Contribution

The SCM algorithm is based on �o�-the-shelf� WordNet similarity measures. The performance
of this algorithm on the standard WordSim353 dataset is presented in Sec. 6.2. The result,
Spearman correlation coe�cient around 0.33, is mainly determined by the performance of
the underlying WordNet measures, as almost all entries in the dataset are words covered by
WordNet. The performance is rather substandard compared to results of state-of-the art
Wikipedia-based algorithms.
The application of SCM on the Czech Traveler dataset is covered by Sec. 6.3. The THD

algorithm correctly discovers a hypernym in 62% of the 47 entities in the dataset, which could
not otherwise be mapped to WordNet. Overall, the SCM produced a correct result for 74%
of entities with ground-truth available.
The Wikipedia-based THD results are encouraging, although further experiments on a larger

and more representative sample are needed. Apart from the free text, there is also semistruc-
tured information contained in Wikipedia articles � the infoboxes and the categories to which
the article is assigned. This prospective source of hypernyms is left unexploited by our THD
algorithm and can lead to additional improvement.
An interesting property of both SCM and THD is that no training data are required. THD

can be perceived to be an unsupervised learning algorithm, since there is no user-de�ned set
of target classes. The classes (types of entities) are discovered by text mining/NLP techniques
from Wikipedia.
We consider the main contribution of this chapter to be the work�ow for hypernym discovery

from Wikipedia to WordNet entries. This allows to apply Wordnet similarity measures on
entities not covered by WordNet. Overall, the design, implementation and experiments with
the SCM algorithm pointed at the strong points and limitations of Wikipedia and WordNet
and as such served as a starting point for the BOA algorithm introduced in the next chapter.



2. Bag-of-Articles Classi�er

This chapter introduces our attempt for a fully Wikipedia-based entity classi�cation algorithm.
The approach presented here builds upon the encouraging result obtained with Wikipedia
on the hypernym discovery task presented in the previous chapter, and extends the use of
Wikipedia also to classi�cation, where it replaces WordNet used in the SCM algorithm. Unlike
WordNet, where most information about similarity of two synsets is contained in the path in
the thesaurus connecting them while the textual descriptions are very short, Wikipedia is less
rigidly organized, but contains in average about 300 words per article.1 By representing the
noun phrase and the class as Wikipedia articles, then the noun phrase classi�cation translates
to the task of measuring semantic relatedness of two documents.
As will be shown in Subs. 3.3.1, researchers report that using the text of Wikipedia articles

as an input for a bag-of-words classi�er does not yield good results in the word similarity
computation task. The Bag-of-Articles (BOA) approach presented here builds upon the bag-
of-words approach but utilizes a richer, more robust and more elaborate feature set. It consists
of the BOA classi�er that operates on top of the BOA representation.

BOA representation The target class and the unlabeled instance are considered entities.
The steps to create a BOA representation for an entity are:

• MAPPING: entity is mapped to one or more entity articles,

• CRAWLING: entity articles are seeds for crawling which gathers additional articles,

• AGGREGATION: all articles are aggregated into a constant-length term vector.

BOA classi�er is e�ectively a Rocchio classi�er (refer to Subs. 3.5.1), which uses BOA
representation for both the target class and the unlabeled instance. In the Rocchio classi�er,
only the target classes are created from multiple documents, while the unlabeled instance
is a single document. In other respects, the BOA classi�er is only a concretization of the
Rocchio classi�er: normalization is used, there is a speci�c choice of term-weighting function
and negative instances are not used.
The main contribution of this approach is thus the way the BOA representation is created.

In the BOA representation the weight vector for both target class as well as for the unlabeled
instance is created from multiple hyper-linked documents. These articles are added according
to a weighting scheme, which takes into consideration the �link type� (we call this modality),
the distance of the article from the seed and supports multiple term-weighting functions,
including a novel WordNet-based one.
This chapter is organized as follows. Sec. 2.1 introduces the BOA classi�er and Sec. 2.2 the

BOA representation. A detailed description of individual parts of the algorithm is in Sec. 2.3.
An entity disambiguation algorithm using BOA is presented in Sec. 2.4. Sec. 2.5 demonstrates

1English Wikipedia 2010; http://en.wikipedia.org/wiki/Wikipedia:Size_comparisons
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the BOA approach on a toy example. Sec. 2.6 our BOA implementation. A genetic algorithm
for learning the weights of the externally set parameters of the BOA algorithm is presented
in Sec. 2.7. The contribution of the BOA algorithm in the �eld of Wikipedia-based WSC is
outlined in Sec. 2.8 along with directions of prospective future work. Table 2.9 located in the
end of the chapter gives an overview of the notation used.

2.1. BOA Classi�er

A BOA classi�er is trained for a set of target classes c ∈ C, each represented by one or
more training instances � Wikipedia articles. These articles are used as seeds for gathering
related articles. For each target class all the articles � the training instances + automatically
gathered related articles � are aggregated into one pseudo-document, which is represented
using the Bag-of-Words (BOW) model. We call this pseudo-document a BOA representation.
The unlabeled instances are represented as noun phrases. For these instances, the BOA

classi�er locates articles in Wikipedia that might de�ne the entity and selects one of them
using a disambiguation function. Subsequently, it proceeds in the same manner as in training
� related articles are identi�ed, aggregated into a pseudo-document which is again represented
as a BOW term-weight vector.
The classi�cation step is very simple � the class is assigned by comparing the instance's BOA

representation with BOA representation of each target class with selected similarity measure.
The most similar target class is the result of the classi�cation. In the rest of this section, we
will introduce the basic work�ow of the BOA classi�er with a formal notation,2 which is used
throughout the chapter.

2.1.1. Source Data

We use symbol Awiki to denote a collection of all articles in a given Wikipedia snapshot.
Each article is described by its title, term-weight vector, and modality membership indices:
out-links, in-links and a list of categories the article belongs to. The BOA representation, as
proposed here, does not process Wikipedia infoboxes and ignores wiki and HTML markup.

2.1.2. Training Phase

The input of a training phase of a BOA classi�er is a set of target classes, each described
by a name and an optional disambiguation by a WordNet synset. A target class c ∈ C is
represented as:

c = 〈class name,Ac,NPc(,WordNet synset)〉, (2.1)

where Ac ⊂ Awiki is a set of training instances � seed articles classi�ed as c, NPc is a set of
noun phrases given for c, and the optional WordNet synset is used by some term-weighting
functions. At least one of the sets Ac and NPc must not be empty. In a typical training
setting, Ac contains one or more elements and NPc is empty.
If NPc is not empty then the BOA mapping step →map selects for each np ∈ NPc the

closest Wikipedia article (for more details refer to Subs 2.2.1). The result of the mapping of

2Generally, the notation was created with these guidelines in mind: capital letters are used for constants and
matrices, sets are typed in calligraphic font, small Greek letters are used for functions and small letters for
variables. To aid readability, multi-letter subscripts and occasionally superscripts are used.
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noun phrases is put to Āc along with the set Ac, which contains training instances already
mapped to Wikipedia articles (also refer to Eq. (2.9)).
The set of all entity articles is denoted as:

Atrain =
⋃
c∈C
Āc. (2.2)

We also de�ne Âtrain, Âtrain ⊇ Atrain as a set of all articles involved in training � see also
Eq. (2.18). The set Âtrain includes in addition to entity articles also the gathered related
articles.
The set Âtrain is an input for the term selection function σ, which de�nes the vector space

used by the classi�er in terms of its dimensionality and the correspondence of individual
components with speci�c terms.

σ(Âtrain)→ T N , (2.3)

where T is the set of all terms. Note that this set may include also terms not present3 in any
of the articles in Awiki.
The bag-of-articles function β associates the target class c with an N-dimensional vector of

term weights 〈w1, . . . , wi, . . . , wN 〉. The i-th component of the vector corresponds to a weight
of the i-th term in the range of σ(Âtrain):

β(c)→ RN . (2.4)

The output of a training phase is a BOA classi�er � term-weight vector 〈w1, . . . , wN 〉 for
each of the target classes c ∈ C.

2.1.3. Classi�cation Phase

The unlabeled instance x formally closely resembles training instance, only the WordNet synset
is not present:

x = 〈instance name,Ax,NPx〉, (2.5)

where instance name is a noun phrase, Ax ⊂ Awiki is a set of known Wikipedia articles on
the classi�ed entity and NPx is a set of noun phrases given for x. In a typical classi�cation
setting, the instance name will be a noun phrase np extracted from text and the set Ax will be
empty and NPx will contain one element � the noun phrase np, which will be mapped to an
entity article and placed to Āx. Formally, the same applies to sets Ax and NPx as described
in Subs. 2.1.2 for Ac and NPc, including the mapping to Āx according to Eq. (2.9).
The BOA function β projects the unlabeled instance (mapped to a set of seed articles Ax)

onto an N-dimensional vector of term weights:

β(x)→ 〈w1, . . . , wN 〉. (2.6)

The dimensionality of the vector is the same as in the training phase. All the additional terms
that are run into in a classi�cation phase, but did not occur in the training phase, are ignored.
Both a disambiguated unlabeled instance x and target classes c ∈ C are represented with
values of the bag-of-articles function β → RN . The most similar class is assigned simply as:
3Additional terms may be introduced as a consequence of lemmatization (refer to Subs. 2.3.2).
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class(x) = arg max
c∈C

sim(β(c), β(x)), (2.7)

where sim refers to selected similarity measure and arg max stands for the argument of the
maximum, which is a set of points of the given argument for which the given function attains
its maximum value. Here, this function selects the class with maximum similarity with the
unlabeled entity. If there are multiple such classes and the use of the BOA classi�er requires
a single class, one can be selected arbitrarily. It should be noted that for real world scenarios,
it is unlikely that two classes attain the same non-zero maximum value.

2.2. BOA Representation � the Three Steps of BOA

The BOA representation is created in three steps: mapping, crawling and aggregation. The
result of this process is a BOA representation � a vector of term weights. The BOA rep-
resentation is the well-known (BOW) model applied in the context of hyper-linked article
structure.
For the purpose of BOA the target classes and unlabeled instances are considered as entities

and dealt with in the same way:

e = 〈entity name,Ae,NPe〉. (2.8)

We will continue the discourse choosing the symbol e (for entity) as a superconcept for both
the unlabeled instance x and the target class c.

2.2.1. Mapping

This step accounts for mapping the entity to one or more entity pages � Wikipedia articles.
The input for the mapping step are sets Ae and NPe. The result of mapping is the set Āe.
Symbolically:

Āe = Ae

⋃
np∈NPe

(np→map Awiki). (2.9)

If the set of noun phrases NPe de�ned for entity e is empty, the mapping step is trivial
Āe = Ae. If NPe is not empty, the np→map Awiki denotes a result of subsequent application
of ranking function ρ and disambiguation function δ:

~s = ρ(np) (2.10)

a = δ(~s), a ∈ Awiki. (2.11)

The �rst step is to determine the candidate articles from Awiki that are considered to corre-
spond to the various senses of each of the noun phrases np ∈ NPe. To this end serves the
ranking function ρ, which is a vector-valued function that associates the noun phrase np with
the vector of its n possible senses:

ρ(np)→ An
wiki, (2.12)

where n is the number of possible senses of np.
The senses � Wikipedia articles4 � are sorted in the vector in the decreasing order of esti-

4Technically, in a given Wikipedia snapshot an article is unanimously identi�ed by its title.
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mated probability of being the correct sense for the instance in a random context. The sense
s1 of the noun phrase np is represented by the entity article as1 ∈ Awiki. The disambiguation
function δ(~s) chooses one entity article from the set of the senses. In the base scenario, we
use disambiguation function δmfs, which assigns the most frequent sense:

δmfs(~s) = a1, (2.13)

where s1 refers to the �rst component in the input vector returned by ρ(np). It follows from
the properties of the ranking function ρ that the �rst component is the most frequent sense.
For a more elaborate disambiguation algorithm please refer to Sec. 2.4.

2.2.2. Crawling

Entity articles retrieved in the mapping step are used as seeds in a crawling task with the
purpose to obtain multiple additional articles which are closely topically related to the seed
entity article.
Articles are gathered using one or moremodalities. The modality is crawled starting from the

seed in the direction of the edges. The stopping criterion is reaching a path of certain length.
The set of modalities is de�ned separately for training phase asMtrain and classi�cation phase
asMtest and the crawling depth is de�ned independently for each modality and phase.
To illustrate the notion of modality, refer to the example below.

Example 2.1 (Modality functions). Using the out-link as a modality we can view the Wikipedia
as a directed cyclic graph of article pages. There is an edge between two pages ai and aj if
there is a hyperlink from ai to aj . A special example of a modality is the same category
modality. In this modality, the Wikipedia graph will have an edge from ai to aj and from aj
to ai if ai and aj share the same category, e.g. football. The last example � in-link modality.
Here, the graph looks similar as in the out-link example, but the direction of the edges is
reversed.

We formally de�ne the modality through the modality membership function

µm(a, ar)→ {0, 1}. (2.14)

If an article ar is directly related with a in modality m, the modality membership function
returns 1, otherwise it returns 0. For example, for the out-link modality, µm(a, ar) = 1 if and
only if there is a hyperlink from a pointing to ar.
Let us de�ne the modality graph Gm = (V,E), where the set of vertices V is a set of articles

in Wikipedia Awiki and the set of edges E is de�ned by the modality membership function
µm:

E = {(a, ar) : µm(a, ar) = 1, a ∈ Awiki, ar ∈ Awiki}. (2.15)

The graph is crawled starting from the entity article, following in the direction of edges
up to a prede�ned distance � as measured by the number of edges traversed. Each article ar
observed by the crawler is retained along with the path from the entity article taken by the
crawler to arrive at this article. The distance of an article (a vertex) from the entity article
is not measured by the shortest path, but by the length of the path. If the same article is
observed multiple times, it is also retained. We call all the articles for which the length of the
path taken by the crawler from the entity article is l as articles on level l.



54 Chapter 2. Bag-of-Articles Classi�er

Following this intuition, modality membership function µm is used to de�ne the set Aa
m,l

which contains walk-article tuples related with the entity article a on level l in modality m.
We call this set an ml -band for article a.

Aa
m,l =

{
{〈∅, a〉} l = 0,

{〈W,ar〉|W is a directed walk in Gm:W = (a, v0), . . . , (vl−1, ar)} l > 0.
(2.16)

A directed walk of length k in a graph G is a sequence of k edges e1, . . . ek, ei = (vt, vh) of G,
where the head vertex vh of the edge ei is the tail vertex vt of the edge ei+1. The tail vertex
of e1 is called the origin of the walk and the head vertex of edge ek the terminus of the walk.
Note that level l of the ml -band Aa

m,l corresponds to the length of the walk in all elements
contained in the ml -band. A special case is for l = 0, where ∅ denotes a trivial walk � a walk
of length 0.
A practically important consequence of Eq. (2.16) is that one article ar can be present

multiple times in the ml -band for a if l > 1 and only once if l = 0 or if l = 1:

• For l = 0 this trivially follows from Eq. (2.16).

• For l = 1 consider two vertices a and ar. There is either edge (a, ar) between these two
vertices or no edge and hence there is only one possible walk of length 1 from the entity
page a to ar. As a consequence for ar there is only one distinct tuple 〈(a, ar), ar〉 in the
ml -band.

• For l > 1 there are multiple distinct walks with origin a and the same terminus ar.
Consider for example (a, a1), (a1, ar) and (a, a2), (a2, ar).

The maximum level for an ml -band in modality m is set externally for each modality and
is denoted as Lm

max.
The set of all articles involved in training for class c can be de�ned as follows:

Âc =
⋃

m∈Mtrain
l=0...Lm

max

Aa
m,l(2), (2.17)

where Aa
m,l(2) refers to the second component of the tuples in Aa

m,l.

The set of all articles involved in training Âtrain can be de�ned as follows:

Âtrain =
⋃
c∈C
Âc. (2.18)

For an example refer to Subs. 2.3.1.

2.2.3. Aggregation

Let us repeat that the BOA for both unlabeled instance x and target class c (commonly
referred to as entity e) are N-dimensional term-weight vectors β(x) and β(c). The dimension
N is determined by function σ.
In order to foster readability, function β is split to �smaller� functions βMOD, βINS , βML

and βTWF .
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BOA representation is computed as a weighted average of the term-weight vectors for indi-
vidual modalities:

β(e) =
∑
m∈M

Wmβ
MOD
m (e), (2.19)

where modality weight Wm is a parameter set separately for each phase (training/classi�ca-
tion) and modality. Modality weights are externally set so that

∑
mWm = 1. Note that in

the training phase M =Mtrain and in the classi�cation phase M =Mtest.

Function βMOD
m aggregates BOAs constructed for individual ml -bands of the modality m:

βMOD
m (e) =

Lm
max∑
l=0

Wm,lβ
INS
m,l (e), (2.20)

where Wm,l is a weight for level l and modality m, the weight is a parameter externally preset
so that

∑Lm
max

l=0 Wm,l = 1.

The function βINS(e) aggregates term-weight vectors across entity articles and performs
normalization:

βINS
m,l (e) =

∑
a∈Āe

1

|Āe||βML
m,l (a)|

βML
m,l (a), (2.21)

where Āe denotes a set of entity articles given for e as de�ned in the mapping step. The
denominator normalizes the contributions made by the BOA representations of the individual
entity articles a by scaling the term-weight vector in level l by the reciprocal of a product of
the L1 norm of the BOA vector and the number of entity articles.

If Āe contains only one element, as it is typically when e is an unlabeled instance, Eq. (2.21)
can be simpli�ed:

βINS
m,l (e) =

βML
m,l (a)

|βML
m,l (a)|

if |Āe| = 1. (2.22)

The function βML
m,l aggregates term-weight vectors. Our framework actually supports mul-

tiple aggregation functions. Nevertheless, for the sake of clarity, at this point we will make
the choice of using the weighted arithmetic average to perform the aggregation. A generic
aggregation operator is introduced in Subs. 2.3.5 along with additional speci�c aggregation
functions.

βML
m,l (a) =

∑
t∈Tm

Wm,l,tβ
TWF
m,l,t (a), (2.23)

where Tm is a sequence5 of term-weighting functions de�ned for given phase (training/classi-
�cation) and modality m, the weight Wm,l,t is a parameter set for given phase, modality m,
level l and term-weighting function τt so that

∑
tWm,l,t = 1.

Finally, function βTWF aggregates articles within one ml -band. This function depends on
the type of term-weighting function. For a detailed discussion please refer to Subs. 2.3.4. Here,

5While the order is not important for weighted arithmetic average, it is considered by aggregation functions
introduced in Subs 2.3.5.



56 Chapter 2. Bag-of-Articles Classi�er

we give the de�nition for term frequency in place of the term-weighting function:

βTWF
m,l,t (a) =

∑
〈W,ar〉∈Aa

m,l

τt(ar), (2.24)

where expression 〈W,ar〉 ∈ Aa
m,l denotes that we are selecting walk-article tuples included

within the ml -band de�ned by the modality m and level l, and τt is a term-weighting function
identi�ed by the index t. The term-weighting function τt ∈ Tm is used to represent an article
as a vector of term weights.

τt(a)→ RN . (2.25)

The term-weighting functions used in place of τt include e.g. TF, IDF or new term-weighting
functions derived from WordNet (refer to Subs 2.3.3). The component on the i-th position in
τt(a) corresponds to a weight associated with term on the i-th position as given by σ(Âtrain)
in Eq. (2.3).

2.3. Detailed Description

In this section, selected topics relating to the BOA representation are further elaborated.
Modality membership function µm is described in more detail in Subs. 2.3.1, term selec-
tion function σ is described in Subs. 2.3.2, various term weighting function are described in
Subs. 2.3.3, bulk operations on term-weight vectors with matrices in Subs. 2.3.4, term weight
aggregation functions in Subs. 2.3.5 and the classi�cation step in Subs. 2.3.6.

2.3.1. Modality Membership µ

Modality membership function µ(a, ar) → {0, 1} expresses if article ar is considered related
to a (µ = 1) or not (µ = 0). Several modality membership functions are suggested below.
Article a is evaluated as related (µ(a, ar) = 1) to ar, a 6= ar:

• µout-link(a, ar) = 1 i� a links to ar,

• µin-link(a, ar) = 1 i� ar links to a,

• µsame category(a, ar) = 1 i� a and ar share the same category,

• µsimilar content(a, ar) = 1 i� the textual similarity of a and ar exceeds a preset threshold.

The page is considered as unrelated to itself:

µ(a, ar) = µ(ar, a) = 0 if a = ar. (2.26)

Note that except this case, µ(a, ar) = µ(ar, a) does not generally hold.
Composite membership function de�nitions are also easily imaginable. For example, modal-

ity µshared category out-link can be expressed as a union of constraints imposed by µsame category

and µout-link. This applies e.g. to:

• µfirstpara out-link(a, ar) = 1 i� a links to ar and the link from a to ar is contained in the
�rst paragraph of a,
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• µrelated out-link(a, ar) = 1 i� a links to ar and there is an article ac linking to a and ar,
ar 6= a 6= ac,

• µbacklinking out-link(a, ar) = 1 i� a links to ar, ar links to a,

• µshared category out-link(a, ar) = 1 i� a links to ar and a and ar share the same category.

Various article selection methods corresponding to some of the modality membership func-
tions drafted above have in fact been suggested in the literature. For example, a notion
very closely related to µbacklinking out-link and µfirstpara out-link was suggested in [Cuc07] and
µrelated out-link is used in the Lucene Search Mediawiki Extension (refer to Sec. 2.6).
The BOA implementation introduced later in this chapter features µout-link, µin-link and

µsame category. It also supports µsimilar content, but it can be often used only in conjunction
with any of the former functions to create a composite membership function.
The following example shows how is a modality membership function used to de�ne the sets
Aa

m,l for l = 0, 1, 2.

Example 2.2 (Modality membership function and sets Aa
m,l). Consider a crawling task in

modality m up to level Lm
max = 2. Assume that the Wikipedia consists of �ve articles

{a1, a2, a3, a4, a5}.
Let there be article a1 such that there are exactly two di�erent articles a2 and a3 related

to it:

µm(a1, a2) = 1

µm(a1, a3) = 1

It follows from Eq. (2.16):

Aa1
m,0 = {〈∅, a1〉}
Aa1

m,1 = {〈(a1, a2), a2〉, 〈(a1, a3), a3〉}.

Let a4 be the only article related to a2 and the only article related to a3. In that case, it
follows from Eq. (2.16):

Aa1
m,2 = {〈(a1, a2), (a2, a4), a4〉, 〈(a1, a3), (a3, a4), a4〉}

Although a4 is included twice on level 2, the set Âtrain contains according to Eq. (2.18)
only the unique articles:

Âtrain = {a1, a2, a3, a4}

2.3.2. Term Selection σ

Term selection can be performed either globally by removing some words from articles before
subsequent term vector operations, or locally for each bag of articles. In the latter case, the
term is pruned by putting 0 to the position corresponding to the term.

σ(Atrain)→ 〈term1 . . . termN 〉 (2.27)
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Technically, it is advantageous to precede term weighting with term selection (term pruning)
in order to avoid unnecessary operations. The most widely used methods for term selection
include:

• negative list of words (usually called stop-word list) � words on the list are not selected,

• positive list of words � only words on the list are selected,

• frequency-based pruning � words either above or below preset frequency characteristic
are discarded.

Application of the �rst two options in the BOA setting is straightforward. Concerning
frequency-based pruning, we propose a slight modi�cation detailed below. In this subsection
we also include some details on lemmatization, as a related dimensionality reduction technique.

Frequency-based Term Pruning

Document frequency expresses the number of documents in which the term occurs. According
to [FS06] (p. 69): �Experimental evidence suggests that using only the top ten percent of
the most frequent words does not reduce the performance of classi�ers.� This quote refers
document frequency (DocFreq).
If the number of distinct terms found in all training data exceeds a preset threshold, terms

are sorted according to term frequency and the most frequently occurring terms are kept.

Lemmatization

This feature extraction technique replaces the terms with their lemmas. A lemma is a dictio-
nary form of the word. As a part of the lemmatization process only some parts of speech (most
commonly nouns) can be retained. Lemmatization has similar e�ects as the above mentioned
term selection techniques in that it also reduces the number of terms.
In [BKV03] it is observed that lemmatization does not seem to improve the overall accuracy

on English and Spanish corpora, the increase in recall is o�set by a signi�cant drop in precision.
In contrast, [ZAAS05] notes that lemmatization on a Basque corpus results in a marked
improvement of performance. This evidence suggests that the impact of lemmatization in
text categorization tasks seems to be linked to the morphological richness of the particular
language.

2.3.3. Term Weighting τ

The weight function τ(a)→ RN represents the article a as a vector of term weights.
The elementary term-weighting functions considered are:

• τtf term frequency,

• τidf inverse document frequency,

• τwnet WordNet similarity with the target concept.
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Term Frequency

Term Frequency (TF) is the number of times that the given term appears in the document.
A variant of the term frequency may consider position of the word in the document. The �rst

paragraph and �rst sentence in particular receive special attention in the Wikpedia manual
of style (more discussion in Subs. 5.1) and as a consequence it is reasonable to expect that
it will contain words closely related to the entity described in the article. Giving boost to
the �rst paragraph, sometimes called a �gloss� [SP06], is a straightforward extension. The
�rst paragraph of a Wikipedia article contains usually the de�nition of the article subject, it
can be therefore expected to contain more relevant words than the rest of the text. Special
treatment of �rst sentence can be found e.g. in [Cuc07] and [KT07] and of the gloss in [SP06].

Inverse Document Frequency

Inverse Document Frequency (IDF) of term t is computed with the following formula:

IDF (t) = 1 + log

(
|D|

|{d ∈ D : t ∈ d}|+ 1

)
(2.28)

In the context of the BOA computation, the set of documents D on which the computation
is performed may either refer to all articles in Wikipedia, or only to all training articles. An
article needs to appear in at least one BOA of a labeled instance C to be considered as a
training article. The article is counted only once even if it appears in multiple BOAs. We
consider three variations of the IDF weight:

IDFALL is computed over entire Wikipedia:

IDFALL(t) = 1 + log

(
|Awiki|

|{a ∈ Awiki : t ∈ a}|+ 1

)
, (2.29)

where t ∈ a is a shorthand for expressing that term t appears in article a.

IDFTRAIN is computed only over articles involved in training:

IDFTRAIN (t) = 1 + log

(
|Âtrain|

|{a ∈ Âtrain : t ∈ a}|+ 1

)
. (2.30)

IDFBOA is computed only over bag of articles of classes involved in training. All articles in
one BOA are considered as one document. The number of documents |D| for the purpose of
Eq. (2.28) is equal to the number of training classes, and the denominator is increased by 1
with every target class that has a BOA representation with a document containing term t:

IDFBOA(t) = 1 + log

(
|C|

|{c ∈ C : (∃a ∈ Âc : t ∈ a)}|+ 1

)
. (2.31)

Generally, |Awiki| >> |Âtrain| >> |C|.
It is not clear when to choose which weight. For datasets that are narrow in focus and

tend to contain specialized vocabulary IDFTRAIN may be more discriminatory. Consider
the following case. In the Czech traveler dataset (refer to Subs. 6.1.3), words like �sea� or
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Wikipedia
document
frequency

IDFALL

Albanian 84 84 2.81
monastery 25 281 2.33
dragon 43 534 2.10
sea 157 502 1.54

Table 2.1.: IDF illustrative example � several entities from the Czech Traveler dataset.

�dragon�6 are very descriptive as indicated by the fact that each appears only in one image
title. These words frequently appear in other contexts. In contrast, words like �Albanian� or
�monastery� occur quite frequently in this dataset, but are quite infrequent in Wikipedia.
Table 2.1 shows that the IDFALL weights for �Albanian� or �monastery� are much higher

than of �sea� or �dragon�, which is contrary to the intuitive distribution of these words in our
dataset.
Applying IDFALL may be advantageous in the case when there is a risk of picking up a

wrong sense for the unlabeled entities. For example, if the entity �kvas sale� is erroneously
mapped to Norwegian village �Kvås�. In the �Kvås� article, many words (e.g. Norway, Lyn-
gdalen) would be unique to the article and not present in any other training entity's BOA
representation and hence get high IDFTRAIN and IDFBOA weights. On the other hand,
the IDFALL weights would not be boosted by the wrong sense selection. Interestingly, high
IDFTRAIN and IDFBOA values for many terms in the document are indicative of wrong
disambiguation.
IDFTRAIN and IDFBOA can be more e�ective when the risk of choosing a wrong sense is

small, but the individual target labels are close to one another and IDFALL does not provide
enough discriminatory power. This can be seen in the example given in Table 2.1.
To conclude the discussion, IDFALL is more universal and could thus be more suitable for

disambiguation purposes (refer to Sec. 2.4) while IDFTRAIN and IDFBOA could be more apt
for classi�cation of a disambiguated entity.

WordNet Weights

This subsection deals with using WordNet for term weighting. WordNet has been applied for
assessing term signi�cance and term weighting before. For example in [SKA09], the following
types of information are used to determine the generality or speci�city of a term: number of
senses, number of synonyms, level number and number of children. In term weighting, we use
also many pieces of this information, but not explicitly � they are embedded in a WordNet
similarity measure. In fact, we use WordNet in much the same way as in SCM (refer to
Sec. 1.2.3).
The di�erence is that in SCM this WordNet similarity is the �nal outcome, while in BOA it is

used as a weight in the similarity computation. Since many entity-term similarities contribute
to the overall class-instance similarity, the hypothesis is that the occasional misclassi�cations
and inconsistencies should be absorbed in favour of the prevailing correct sense.

6Appearing in place name �Jetee du Dragon�
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In BOA similarity is computed between the term and a WordNet synset, which is optionally
associated with the target class (refer to Subs. 2.1.2). Consequently, each target class is
associated with a di�erent WordNet term-weight vector (provided that classes are mapped to
di�erent WordNet synsets).

Example 2.3 (WordNet similarity as term-weighting function). Consider a setting with two
target classes. The classes are represented according to Eq. (2.1):

c = 〈class name,Ac,NPc(,WordNet synset)〉.

Using this as a �template�, we get:

c1 = 〈footballer, {footballer}, ∅, football_player#1〉
c2 = 〈basketball player, {basketball player}, ∅, basketball_player#1〉.

Assuming that that there are only three distinct words in all articles involved in training:

σ(Atrain) = 〈'football', 'basketball', 'Maradona'〉.

The distribution of words between the target classes is as follows. The bag of articles for
football player contains only two words ('football' and 'Maradona') and the bag of articles for
basketball player contains again only two words ('football' and 'basketball').

We get the following term-weight vector for τwnet(c1):

〈wsim(football_player#1, football), 0, wsim(football_player#1, Maradona)〉.

We get the following term-weight vector for τwnet(c2):

〈wsim(basketball_player#1, football), wsim(basketball_player#1, basketball), 0〉.

Here, wsim refers to a WordNet similarity measure, e.g. Lin (refer to 4.2.4). The zeros
in these term-weight vector correspond to words that are not present in any of the articles
involved in the bag for the given class.

If a word is not in WordNet (�Maradona� in the example) the similarity is 0. Such words
can be removed in a global pruning step.

2.3.4. Computing Term Weight Vectors with Matrices

In this subsection, we will show how can be βTWF computed using matrix manipulation. The
function βTWF

m,l,t (a) → RN serves for aggregation of articles on a given level represented with
the term-weighting function τt.

Typology of term-weighting functions

We distinguish three types of term-weighting functions: global, class and article.

Global term-weighting function associates one value with a term irrespective of its scope (ml -
band, modality, phase). All types of inverse document frequency introduced in Subs. 2.3.3 are
of this type.
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Class term-weighting function associates one value with a term per target class. All types
of WordNet term-weighting functions (refer to Subs. 2.3.3) are of this type.

Article term-weighting function associates one value with a term per article. Term frequency
is of this type.

Unlike the article type, both global and class types do not directly depend on term frequen-
cies in the ml -band. The global -type term weights are computed once and then reused in all
ml -bands, the class type term weights are computed once per target class and then reused in
all ml -bands related to that class, the article type term weights are computed for each article
and then reused in all ml -bands involving this article.

Term Weights

Below, we will de�ne the term-weight matrix D for each term-weighting function type. This
matrix is later used to compute βTWF .
For the remainder of this subsection, let us denote the number of articles in Wikipedia

M = |Awiki| and the dimensionality of the term-weight vector N = |σ(Âtrain)|.

Global Term-weighting Function

D =
[
d1 d2 . . . dN

]
(2.32)

Class Term-weighting Function

D =


d11 d12 . . . d1N

d21 d22 . . . d2N
...

...
. . .

...
d|C|1 d|C|2 . . . d|C|N

 (2.33)

where Dij is a weight of j − th term for class i and |C| is the number of training classes.
Although class-type term-weighting functions can also be used in the classi�cation phase,

it is advisable to use them only in the training phase for performance reasons. WordNet
measures are relatively expensive to compute and if they are not used in the classi�cation
phase, the values for terms which do not occur in any of the articles in the bag of the target
class need not be computed.

Article Term-weighting Function

D =


d11 d12 . . . d1N

d21 d22 . . . d2N
...

...
. . .

...
dM1 dM2 . . . dMN

 (2.34)

where Dij is a weight of j−th term in article i. This matrix is commonly called document-term
matrix in information retrieval. Here, M is the total number of documents (articles) in Awiki.
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Modalities

A modality m can be expressed as an incidence matrix over Wikipedia articles.

mB =


b11 b12 . . . b1M
b21 b22 . . . b2M
...

...
. . .

...
bM1 bM2 . . . bMM

 (2.35)

where bi,j = µm(ai, aj) and ai, aj refers to article identi�ed by index i and j respectively.
It follows from Eq. (2.26) that the mB matrix will have zeros on the main diagonal.

Matrix Multiplication

The computation depends on the type of the term-weighting function:

βTWF
m,l,t (ai) =


(mBlD)(i∗) if t is of article type,

D(c∗) if t is of class type and c is the class in scope,

D if t is of global type,

(2.36)

where mBl is the incidence matrix for the modality m raised to l. Note that mB0 = I, where
I is an identity matrix.
This computation relies on the following relation of powers of incidence matrices and walks

in the graph: If n is a positive integer, Gn gives the number of paths in graph G of exactly n
arcs from each vertex to each other vertex [Tuc89].
From this de�nition it follows that there is a close correspondence between i-th row in mBl

and the ml -band: the value of (mBl)ij expresses the number of times article aj appears in
ml -band for article ai. This can be formally expressed as:

(mBl)ij = |{〈W,aj〉 : 〈W,aj〉 ∈ Aai
m,l}|. (2.37)

2.3.5. Term-Weight Representation of ml-band βML

The term-weight aggregation function βML allows to create composite term-weighting func-
tions by aggregating individual term-weighting functions. An example of such a measure is
TF-IDF, which is created by aggregating TF and IDF using multiplication as the aggregating
function. The result of this function is a term-weight vector representing the ml -band
There are multiple ways this aggregation can be done. The input for aggregation are multiple

term-weight vectors of length N , technically there can also be only one such vector.
We de�ne a generic aggregation function:

βML
m,l (a) = aggreg(βTWF

m,l,1 (a), . . . , βTWF
m,l,i (a), . . . , βTWF

m,l,|Tm|(a),Wm,l,1, . . . ,Wm,l,|Tm| ). (2.38)

To simplify the discourse, let us denote the n = |Tm| term-weight vectors as ~x1, . . . , ~xi, . . . , ~xn,
where ~xi = 〈xi,1, . . . , xi,N 〉. Similarly, the associated weights Wm,l,1, . . . ,Wm,l,|Tm| will be in
this subsection addressed as ~w = 〈w1, . . . , wn〉. Eq. (2.38) can thus be restated as:

x̄ = aggreg(~x1, . . . , ~xi, . . . , ~xn, ~w)→ RN . (2.39)
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The weight subvector ~w = 〈w1, . . . , wn〉 is normalized:

|~w| =
n∑

j=1

wj = 1. (2.40)

In our framework the aggregation is done on per-component basis:

x̄i = aggreg(x1,i, . . . , xj,i, . . . , xn,i, ~w)→ R, (2.41)

where x̄i is the i-th component (term-weight) of the aggregation result x̄ and xj,i is the i-th
component of j-th term-weight vector.

Important notation note The remainder of this subsection will deal with operations
pertaining to only one component of the term-weight vectors x and x̄, we will therefore omit
the index i: xj,i becomes xj and ~xi becomes ~x.

Arithmetic Average

Weighted arithmetic average in place of the βML was shown in Eq. (2.23). Using the simpli�ed
notation introduced in this subsection, it can be restated as:

x̄ =
n∑

j=1

wjxj . (2.42)

The denominator can be omitted because according to Eq. (2.40) the weights are normalized.
Although arithmetic average is intuitive and simple to compute, it is not suitable when

aggregating values from several heterogeneous sources. Since term-weighting functions are
quite disparate ranging from term frequency with integer value range to WordNet similarity
measures which are �oat numbers either in 〈0; 1〉 or 〈0; inf) range, arithmetic average is not
suitable. Normalizing the values will not solve this problem [FW86].

Weighted Geometric average

Geometric average is strongly suggested in [FW86] for averaging normalized values. Weighted
average mean for component i is de�ned as:

x̄ =

 n∏
j=1

x
wj

j

1/
∑n

j=1 wj

. (2.43)

According to Eq. (2.40) this can be simpli�ed:

x̄ =

n∏
j=1

x
wj

j . (2.44)

A certain disadvantage of using geometric average is that if one of the aggregated values is
zero, then the result is also zero irrespective of the weight of the aggregated value.
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Example 2.4 (Cons of geometric average). Consider aggregating term frequency with a Word-
Net term weight. Let the term frequency value be x1 = 3 and the value for WordNet similarity-
based term weight x2 = 0. Assuming that values of WordNet similarity measures are fallible,
the value 0 may not necessarily mean that the real value is 0. Even if we project the uncertain-
ties about the reliability of the WordNet term weight into our weighting scheme, with term
frequency being assigned the weight w1 = 0.9, and WordNet being assigned weight w2 = 0.1,
the result of aggregation of the example two term weights with geometric average will still be
zero:

x̄ = xw1
1 × x

w2
2 = 30.9 × 00.1 = 0 (2.45)

This result underpins the unsuitability of geometric average in volatile settings, where one
of the aggregated values can be expected to be (erroneously) zero.

In addition to this, it is also noted in [FW86] that any measure of the mean value of data
is misleading when there is larger variance. The same source recommends to use also the
minimum and maximum of the data in aggregation operators.

Custom Aggregator Operators

In an attempt to address some of the shortcomings of geometric and arithmetic means7, we
propose two custom aggregator operators. Both operators give the �rst aggregated value x1

a special treatment: it is not (directly) weighted. The remaining values are added to it in a
weighted manner in a recurrent fashion. The key di�erence between the two aggregators is
whether the result can drop below the �rst value under the in�uence of the remaining values.
For both aggregators, the result of aggregation of all the n values x1, . . . , xn is the value of

x̄n1 , where the value 1 indicates the index of the �rst aggregated value and n the index of the
last aggregated value.
Also note that both proposed aggregator functions ignore weight w1, which is associated

with the �rst aggregated value x1. Since our generic aggregate function assumes the existence
of w1, w1 should be set to 0 not to disturb weight normalization.

Custom Aggregator 1

x̄j1 =

{
(1− wj)x̄

j−1
1 + wjxj x̄

j−1
1 j > 1,

x1 j = 1.
(2.46)

This aggregator does allow the result to drop below the �rst weight. For properties refer to
Table 2.2.

Custom Aggregator 2

x̄j1 =

{
x̄j−1

1 + wjxj x̄
j−1
1 j > 1,

x1 j = 1.
(2.47)

7Harmonic mean was not considered, because it requires positive real numbers.
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j >1 1
wj 0 1 (0; 1)

xj 0 > 1 (0; 1)

x̄j1 x̄j−1
1 0 ≥ x̄j−1

1 (0; x̄j−1
1 ) x1

Table 2.2.: Custom Aggregator 1 � the e�ect of the value of j, wj , xj on x̄
j
1

j >1 1
wj 0 1 (0; 1)

xj 0 > 1 (0; 1)

x̄j1 x̄j−1
1 x̄j−1

1 ≥ x̄j−1
1 (0; x̄j−1

1 ) x1

Table 2.3.: Custom Aggregator 2 � the e�ect of the value of j, wj , xj on x̄
j
1

This aggregator behaves similarly as the previous aggregator, but it does not allow the
result to drop below the �rst weight:

wj = 1 ∧ xj = 0 =⇒ x̄j1 = x̄j−1
1 (2.48)

Properties of the Custom Aggregator 2 are concisely depicted on Table 2.3.

2.3.6. Classi�cation

The gist of the BOA approach is in the representation.
Both the unlabeled instance x and the target classes c ∈ C are represented with the bag-

of-articles function β → N :

class(x) = arg max
c∈C

sim(β(c), β(x)). (2.49)

where sim refers to selected similarity measure.
As the BOA similarity measure sim, the implementation supports cosine similarity and dot

product.

Cosine similarity

sim(x, y) =

∑N
j=1 xj yj√∑N

j=1(xj)2
√∑N

j=1(yj)2
, (2.50)

where xj is a j-th component of β(x), yj is a j-th component of β(y) and N is the length of
the BOA vector. This equation is applied to obtain similarity of BOA representations of an
unlabeled instance and each of the target classes.
The dimensionality of the BOA vectors N may be very high. If there is a high number of

articles involved in the training, then it can be in our experience expected that 105 < N < 106.
One measure to address this problem is term selection introduced in Subs. 2.3.2.
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Another optimization is aimed at reducing the number of operations when computing the
cosine similarity measure. In order to avoid repeated computation of the denominator in
Eq. (2.50), it is advantageous to perform cosine normalization8 of the BOA representation by
dividing each term weight w by a factor representing Euclidean vector length (L2 norm of the
vector):

β2(e) =
β(e)

|β(e)|2
, (2.51)

where symbol |β(e)|2 denotes L2 norm of the vector β(e):

|β(e)|2 =

√√√√ N∑
i=1

x2
i , (2.52)

where xi is an i-th component of β(e).
The formula 2.50 can be then simpli�ed to a dot product of the L2-normed BOA represen-

tations of the target class and the unlabeled instance:

sim(c, x) =
n∑

i=1

ci xi = β2(c)(β2(x))T . (2.53)

Dot Product Note that the input β(e) is L1-normalized:

β(e) = |β(e)|1 =
∑
|xi| =

∑
xi = 1, (2.54)

which follows from the fact that βINS(e) is L1-normalized and the subsequent operations
in Eq. (2.20) preserve this. While this property is lost by the L2-normalization to β2(e) in
cosine similarity computation, it can be exploited if the input vectors are compared using
dot-product:

sim(c, x) =
n∑

i=1

ci xi = β(c)(β(x))T . (2.55)

Our experiments on WordSim353 dataset showed that dot product produces consistently
better results than cosine similarity.

2.4. Disambiguation

This section describes the use of BOA representation for mapping unlabeled entities onto
Wikipedia articles. The baseline disambiguation function δmfs takes the most-frequent sense
(MFS) approach, selecting the article with the highest rank assigned by the ranking function
to each unlabeled entity; each entity being ranked independently. While the motivational
problem for the BOA entity classi�er stated in the introduction asserts that the left and right
context for an entity is not available, it can be in many classi�cation scenarios assumed that
the unlabeled entities come from the same dataset and hence share the same global context.

8 This operation is called cosine transformation in [Fri10], cosine normalization in [GLM05, SB88].
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Example 2.5 (Disambiguation on Israeli images). Consider noun phrases extracted from cap-
tions of the Israeli images dataset (refer to [BJ07] and Subs. 6.1.3). This dataset contains
1823 image-captions mostly thematically related to Israel. After the analysis of the captions
with an entity extraction system, the result includes among others the following noun phrases:
np1 : The Church Of St Joseph, np2: Jerusalem and np3: Wadi Qelt. For the �rst entity np1,
the �rst sense s1,1 = δmfs(np1) is a Wikipedia article St. Joseph's Catholic Church (La-
cona, Iowa), which is obviously incorrect. The correct sense is probably s1,14 =St. Joseph's
Church, Nazareth. With noun phrases np2 (assigned sense vector 〈s2,1, s2,2, . . .〉) and np3

(〈s3,1, s3,2, . . .〉), the most frequent sense assumption works well and s2,1 and s3,1 are correct.

Algorithm 6 BOA Heuristic Disambiguation Algorithm
Input: S := {s1, . . . , su}, where si = 〈s1,1, . . . , s1,n〉,
MAXIT , MAXSIM // possible senses of entity 1...u

Output: 〈s1,i, . . . , su,j〉 //disambiguated titles
for all si in S do

append si,1 to DIS
end for

CLUS = cluster(S)
while it < MAXIT and DIS not empty do
//Identify the biggest outlier
i, j := arg min i,j sim(si,j , ci); ci ∈ CLUS, si,j ∈ DIS
// �nish if it is not far enough
if sim(si,j , ci) > MAXSIM then

break
end if

// Try to get a closer sense
k := arg maxk sim(si,k, ci), ci ∈ CLUS, si,k ∈ si ∈ S
// move to resolved if none found
if j == k then
remove si,j from DIS
put si,j to RES
// move to resolved if there is a cycle

else if "si,j => si,k" in SWAPLOG then

remove si,j from DIS
put si,j to RES
// otherwise swap with a closer sense

else

replace si,j with si,k in DIS
put "si,j => si,k" to SWAPLOG
update CLUS

end if

it = it + 1
end while

return DIS ∪RES
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The idea for the proposed heuristic disambiguation algorithm is to replace the outlying
senses with a sense that better �ts with other selected senses. The algorithm contains a
clustering step to re�ect the fact that the dataset may contain several distinct types of entities,
some of which may not share a common context. For example, in the Israeli dataset there are
several such entities such as Rain Pool or Apple. Trying to adjust the sense of these outlying
entities with the rest of the collection could result in misclassi�cation.

2.4.1. Disambiguation Algorithm

Alg. 6 presents the pseudocode for the disambiguation algorithm. In each iteration, the
algorithm identi�es the entity si that is farthest from any of the context clusters and tries
to �nd a sense si,k that would better match any of the context clusters than the currently
assigned sense si,j . If no better matching sense is found, the entity is removed from the DIS (to
DISambiguate) list and put into the RES (RESolved) list. If a better matching sense is found,
it is �rst checked if the swap si,j → si,k has not already occurred in a previous iteration. If
this is the case, the entity is removed from DIS and put into the RES list, otherwise the sense
si,k replaces si,j in DIS and this operation is recorded into the SWAPLOG, a change log of
swaps in senses. The algorithm stops either when the DIS list is empty, or when the similarity
between the most remote entity and its closest cluster exceeds the MAXSIM parameter, or
when the maximum number of iterations MAXIT is reached. After the disambiguation is
performed, the classi�cation is done in the way described in the previous section.
The results obtained by this algorithm may be well-below the most frequent sense baseline,

depending on the dataset. It is a widely acknowledged fact that it is di�cult even for a
supervised system to meet this baseline. To illustrate this, [PDKM09] states that

�unsupervised systems were found to never outperform the most frequent sense
(MFS) baseline (a sense assignment made on the basis of the most frequent sense in
an annotated corpus), while supervised systems occasionally perform better than

the MFS baseline, though rarely by more than 5%�.



70 Chapter 2. Bag-of-Articles Classi�er

2.5. Example

This section introduces a toy example, which will demonstrate the BOA representation and
BOA classi�cation.

2.5.1. Source Data

We will use a �ctitious Wikipedia containing only 6 articles:

Awiki = {a1, a2, a3, a4, a5, a6}. (2.56)

Within the example only two modalities are considered � in-link and out-link. The link
graph corresponding to the out-link modality is depicted in Fig. 2.1 and the corresponding
incidence matrix is depicted in Table 2.4. The graph for the in-link modality can be obtained
by reversing the direction of the edges or transposing the incidence matrix.
In our toy example, there are only 7 distinct terms. The term-weight matrix for term

frequency is depicted in Table 2.5.

a1 a2 a3 a4 a5 a6

a1 0 1 1 0 0 0
a2 0 0 0 1 0 0
a3 0 0 0 1 0 0
a4 1 1 0 0 1 0
a5 0 0 0 1 0 1
a6 0 0 0 0 0 0

Table 2.4.: BOA Example � Out modality incidence matrix outB

t1 t2 t3 t4 t5 t6 t7
a1 1 2 0 0 0 0 0
a2 0 1 2 0 0 0 0
a3 1 0 0 0 1 0 0
a4 1 4 0 5 0 0 0
a5 0 1 5 0 1 1 0
a6 0 1 5 0 1 1 1

Table 2.5.: BOA Example � Term-weight Matrix for term frequency

2.5.2. Training Phase

There are two target classes:
C = {c1, c2}. (2.57)

Let us recall the representation of target class introduced in (2.1):

c = 〈class name,Ac,NPc(,WordNet synset)〉. (2.58)



2.5. Example 71

Figure 2.1.: Out-link and in-link modalities for a1 with marked levels. The labels at link
ends are used to denote the level and modality to which the adjacent article node
through the link belongs.

In this example, we will not use any WordNet term-weighting function, therefore the optional
WordNet synset part is left out:

c1 = 〈class 1, {a1}, ∅〉 (2.59)

c2 = 〈class 2, {a3}, ∅〉. (2.60)

Each of the target classes is directly mapped to one Wikipedia article. Since no noun phrases
were given, the sets NPc1 and NPc2 are empty as denoted by ∅ in Eq. (2.59) and (2.60).

The set of all entity articles involved in training:

Atrain = {a1, a3}. (2.61)

Mapping

Since the sets NPc1 , NPc2 are empty, the target classes c1, c2 are trivially mapped according
to Eq. (2.9) to articles in Ac1 and Ac2 respectively:

Āc1 = Ac1 = {a1} (2.62)

Āc2 = Ac2 = {a3}. (2.63)

Crawling

The con�guration for crawling is to use the out-link and in-link modalities with maximum
levels for out-link modality

Lout
max = 2, (2.64)

and for in-link modality:
Lin
max = 1. (2.65)
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For details refer to Subs. 2.5.2. The articles that appear within the modalities on individual
levels are depicted on Fig. 2.1 and also listed according to Eq. (2.16) by ml -band below:

Aa1
out,0 = {〈∅, a1〉} (2.66)

Aa1
out,1 = {〈(a1, a2), a2〉, 〈(a1, a3), a3〉} (2.67)

Aa1
out,2 = {〈(a1, a2), (a2, a4), a4〉, 〈(a1, a3), (a3, a4), a4〉} (2.68)

Aa1
in,0 = {〈∅, a1〉} (2.69)

Aa1
in,1 = {〈(a1, a4), a4〉} (2.70)

Aa3
out,0 = {〈∅, a3〉} (2.71)

Aa3
out,1 = {〈(a3, a4), a4〉} (2.72)

Aa3
out,2 = {〈(a3, a4), (a4, a5), a5〉, 〈(a3, a4), (a4, a2), a2〉} (2.73)

Aa3
in,0 = {〈∅, a3〉} (2.74)

Aa3
in,1 = {〈(a3, a1), a1〉}. (2.75)

The set Âtrain contains according to Eq. (2.18) only the unique articles involved in training:

Âtrain = {a1, a2, a3, a4, a5}. (2.76)

Computing term-weight vectors

For term selection function in Eq. (2.3), we will use a trivial term selection function σ, which
selects all terms appearing in articles in Âtrain:

σ(Âtrain) = {t1, t2, t3, t4, t5, t6}. (2.77)

Term t7 was removed because it is not present in any of the articles in Âtrain, which contains
the articles involved in training. The training setting involves slightly di�erent set of term-
weighting functions for each modality:

Tout = 〈τtf , τidfall〉 (2.78)

Tin = 〈τtf , τidfboa〉. (2.79)

TF TF is an article-dependent weight, therefore its term-weight matrix is anM×N matrix,
where M = 5 is the number of articles and N = 6 is the number of terms. The term-weight
matrix for articles in Âtrain and terms in σ(Âtrain) is depicted in Eq. (2.80). Comparing this
matrix with Table 2.5 depicting the term weight matrix for our entire toy Wikipedia, we can
observe that indeed the rows corresponding to articles not involved in training (the row for a7)
and columns corresponding to terms not returned by the term selection function (the column
for t7) are omitted.

tfD =


1 2 0 0 0 0
0 1 2 0 0 0
1 0 0 0 1 0
1 4 0 5 0 0
0 1 5 0 1 1

 (2.80)
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IDF-ALL The IDF-weights are global (refer to Subs. 2.3.4), therefore following Eq. (2.32)
the term-weight matrix is an 1×N matrix, where N is the number of terms:

allD =
[

1.182 1.182 1.405 2.099 1.405 2.099
]
. (2.81)

For example, the weight for term t1 is computed according to (2.29) as follows:

D(11) = 1 + log

(
|Awiki|

|{a ∈ Awiki : t ∈ a}|+ 1

)
= 1 + log

(
6

4

)
= 1.182. (2.82)

IDF-BOA The matrix for the IDFBOA weight is depicted in Eq. (2.83):

boaD =
[

0.595 0.595 0.595 0.595 0.595 1
]
. (2.83)

For example, the weight for term t1 is computed according to Eq. (2.31) as follows:

D(11) = 1 + log

(
|C|

|{c ∈ C : ∃a ∈ Âc : t ∈ a}|+ 1

)
= 1 + log

(
2

3

)
= 0.595. (2.84)

To compute the denominator, it is necessary to determine the set of target classes C for
which there is at least one article a in their BOA containing term t1. In this case, it su�ces
to look at the entity articles a1 and a3 for both target classes. Since both contain the term
t1, the sought set has the maximal possible size and is equal to the set of all target classes
C = {c1, c2}. This leads to the maximum value of the denominator and the lowest attainable
IDF.

Aggregation

The aggregation step as described in Subs. 2.2.3 requires the arrays of weights Wm, Wm,l,
Wm,l,t. For this example, these weights were speci�ed manually and are presented in Table 2.6.
Sec. 2.7 describes an algorithm for learning these weights automatically from data.
As the term weight aggregation function aggreg we will use weighted geometric average

according to Eq. (2.44). Note that the parameters in

Creating ml -bands According to Eq. (2.64) there are three levels for the out-link modality
and according to Eq. (2.78) there are two term-weighting functions for the out-link modality.
Using Eq. (2.36) we get the six corresponding term-weight vectors:

βTWF
out,0,all(a1) = βTWF

out,1,all(a1) = βTWF
out,2,all(a1) = allD =

[
1.182 1.182 . . . 2.099

]
(2.85)

βTWF
out,0,tf (a1) = tfD(1∗) =

[
1 2 0 0 0 0

]
(2.86)

βTWF
out,1,tf (a1) = (outB)tfD(1∗) =

[
1 1 2 0 1 0

]
(2.87)

βTWF
out,2,tf (a1) = (outB2)tfD(1∗) =

[
2 8 0 10 0 0

]
. (2.88)

Note that since IDFALL is a global term-weight (see Subs. 2.3.4) the result of Eq. (2.85)
is a single term-weight vector for all levels and its computation does not take into account
the incidence matrix B. On the other hand, the term-frequency, which is article-type term-
weighting function, takes into account the incidence matrix B with the exception of the special
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Wm,l,t Wm,l Wm

m l t value m l value m value
out 0 TF 0.3 out 0 0.5 out 0.4
out 0 IDFALL 0.7 out 1 0.4 in 0.6
out 1 TF 0.4 in 0 0.5
out 1 IDFALL 0.6 in 1 0.5
out 2 TF 0.5
out 2 IDFALL 0.5
in 0 TF 0.6
in 0 IDFBOA 0.4
in 1 TF 0.5
in 1 IDFBOA 0.5

Table 2.6.: BOA Example � Training Weights

case for l = 0 in Eq. (2.86). In this case, the frequencies in the term-document matrix for the
entity article a1 are basically only copied. However, for l > 0, the 1st row of the corresponding
power of the incidence matrix is used to denote which articles appear in the lm-band of a1

in level l. In Eq. (2.88) and Eq. (2.87) the 1st row of the power of the incidence matrix is
multiplied with the term-document matrix to get the resulting vector.

For example, the value 8 of the second component of the resulting vector in Eq. (2.88) can
be interpreted as the sum of term frequencies for term t2 in all articles in level 2. First, from
Eq. (2.68) we can observe that this level contains twice article a4. Second, the term-weight
matrix in Eq. (2.80) shows that term t2 has term frequency 4 in article a4. Hence the value
2× 4 = 8.

Applying geometric average from Eq. (2.44) as aggregator on the results of Eq. (2.85)-(2.88)
we get:

βML
out,0(a1) = agg(βTWF

out,0,all(a1), βTWF
out,0,tf ) =

[
1.124 1.384 0 0 0 0

]
(2.89)

βML
out,1(a1) = agg(βTWF

out,1,all(a1), βTWF
out,1,tf ) =

[
1.106 1.106 1.620 0 1.227 0

]
(2.90)

βML
out,2(a1) = agg(βTWF

out,2,all(a1), βTWF
out,2,tf ) =

[
1.538 3.075 0 4.581 0 0

]
. (2.91)

For example, the �rst element x̄1 of βML
out,0 was computed as:

x̄1 = 10.3 × 1.1820.7 = 1.124. (2.92)

where 0.3 and 0.7 are the training weights Wout,0,tf and Wout,0,all from Table 2.6 and the
values 1 and 1.124 correspond to the �rst components of vectors βTWF

out,0,tf from Eq. (2.86) and
Eq. (2.85).

The next step is the normalization and aggregation of training instances. Since there is
according to Eq. (2.59) only one training instance, Eq. (2.22) applies:
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βINS
out,0(c1) =

βML
out,0(a)

|βML
out,0(a)|

=
1

2.509

[
1.124 1.384 0 0 0 0

]
(2.93)

=
[

0.448 0.551 0 0 0 0
]

(2.94)

βINS
out,1(c1) =

[
0.219 0.219 0.320 0 0.243 0

]
(2.95)

βINS
out,2(c1) =

[
0.167 0.334 0 0.498 0 0

]
. (2.96)

Aggregating ml -bands After the normalization, the ml -bands within one modality are ag-
gregated according to Eq. (2.20):

βMOD
out (c1) =

Lout
max∑
l=0

Wout,lβ
INS
out,l (c1) =

[
0.328 0.397 0.128 0.049 0.097 0

]
, (2.97)

where Lout
max is 2 for the out-link modality.

Aggregating modalities The training con�guration for the in-link involves two term-weighting
functions: TF and IDFBOA. For the sake of brevity, we omit the details of computation for
βMOD
in (c1) and give only the �nal result:

βMOD
in (c1) =

Lin
max∑
l=0

Win,lβ
INS
in,l (c1) =

[
0.294 0.492 0 0.213 0 0

]
. (2.98)

The two modalities M = {out, in} are then aggregated:

β(c1) =
∑
m∈M

Wmβ
MOD
m (c1) =

[
0.308 0.454 0.051 0.148 0.039 0

]
. (2.99)

Since the BOA similarity function is cosine similarity, the �nal step is the L2 normalization
according to Eq. (2.51):

β2(c1) =
β(c1)

|β(c1)|2
=

1

0.574
β(c1) =

[
0.538 0.794 0.090 0.259 0.068 0

]
. (2.100)

For target class c2 we give only the �nal term-weight vector:

β2(c2) =
[

0.744 0.437 0.026 0.146 0.483 0.012
]
. (2.101)

2.5.3. Classi�cation

Let us consider one noun phrase �t5 t6 t8� as the only unlabeled instance x1:

x1 = 〈instance 1, ∅, {t5 t6 t8}〉, (2.102)

where ∅ refers to the empty set Ax1 of known Wikipedia articles.
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Mapping

First, the noun phrase np =�t5 t6 t8� is mapped according to Eq. (2.9) with →map to a
Wikipedia article.

Intuitively, given the term-weight matrix in Table 2.5, there are three possibly matching
articles: a3, a5, a6 all contain term t5, term t6 is contained only in a5 and term t8 was not
found in any article. The article a5 is considered the most relevant since it is the only article
containing more than one term. Regarding the remaining two articles: for example a6 could
be considered as more relevant than a3 to t5 if the term t5 appears in heading in a6 and in the
body of a3. Note that this is only a very rough �demo� of the ranking function. Many factors
are neglected, such as the wiki markup or the importance of the article as measured by the
in-degree or page rank.

Assuming that the articles are ranked in the order of relevance a5, a6, a3, the ranking function
returns:

ρ(np) = 〈a5, a6, a3〉. (2.103)

Taking the most frequent sense approach to disambiguation with Eq. (2.13) we get:

δmfs(np) = a5. (2.104)

Since there was only one noun phrase and the set Ax1 is empty, the result of the mapping
step is:

Āx1 = {a5}. (2.105)

Crawling

The con�guration of crawling for the classi�cation phase is to use only9 the in-link modality
with Lin

max = 2.

Computing term-weight vectors

The classi�cation setup features only term frequency as a term-weighting function.

Aggregation

The BOA representation for the unlabeled entity is created in the same way as outlined in the
training phase, therefore we give only the resulting term-weight vector:

β2(x1) =
[

0.135 0.555 0.611 0.518 0.141 0.109
]
. (2.106)

9The use of just one modality in the classi�cation phase is particularly suitable when speed is important.



2.6. Implementation 77

Evaluation

Finally, β2(x1) is compared with β2(c1) and β2(c2) using Eq. (2.53):

sim(c1, x1) = β2(c1)(β2(x1))T =

= 0.538× 0.135 + 0.794× 0.555 + 0.090× 0.611 + 0.259× 0.518 + 0.068× 0.141

+ 0× 0.109 = 0.712 (2.107)

sim(c2, x1) = β2(c2)(β2(x1))T = 0.504. (2.108)

Note that for the second target class we again give only the �nal result in Eq. (2.108). The
most similar target class for x1 is c1.

2.6. Implementation

Our experimental implementation of a BOA classi�er is written in Java and relies on several
Java libraries and JDK 1.6. The software has no graphical front-end, and can be executed
from command line.
The software uses the following external Java libraries:

• Lucene3 is used for access to Wikipedia index. It is an open source application released
under Apache license. Obtainable from http://lucene.apache.org/.

• Lucene Search Mediawiki Extension is used as a command-line utility to gener-
ate the Lucene index from a Wikipedia dump and also for resolving noun phrases to
Wikipedia articles.10 It is an open source application released under GPL. Obtainable
from http://www.mediawiki.org/wiki/Extension:Lucene-search.

• Log4J is used for logging events.11 It is an open source application released under
Apache license. Obtainable from http://logging.apache.org/log4j/.

• Matrix Toolkits Java is used to perform vector operations. It is an open source
application released under GNU Lesser GPL. Obtainable from http://code.google.

com/p/matrix-toolkits-java/.

• JWordnetSim is used for WordNet term weighting. It is an open source application
released under GNU GPL v2.
Obtainable from http://nlp.shef.ac.uk/result/software.html.

• JWNL (Java WordNet Library) is used as an underlying WordNet API for JWordnet-
Sim. It is also used for lemmatization, and as a positive term list. It is an open source
application released under BSD license. Obtainable from http://sourceforge.net/

projects/jwordnet/.

• JWSL is used as an alternative to JWordnetSim for term weighting. The application
was provided by the authors by email and the license is not speci�ed.

10This software is not used as a Java library from the BOA classi�er, although this is technically feasible as
shown in Subs. 2.6.1.

11Except for wikiindex.estimation package, which uses java.util.logging.

http://lucene.apache.org/
http://www.mediawiki.org/wiki/Extension:Lucene-search
http://logging.apache.org/log4j/
http://code.google.com/p/matrix-toolkits-java/
http://code.google.com/p/matrix-toolkits-java/
http://nlp.shef.ac.uk/result/software.html
http://sourceforge.net/projects/jwordnet/
http://sourceforge.net/projects/jwordnet/
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Libraries Lucene3, Log4J and Matrix Toolkits Java are mandatory, JWNL and JWordnetSim
are required to provide WordNet related features and JWSL is an alternative for JWordnet-
Sim. Abstracting from JWSL, which was included only for experimental reasons, our BOA
implementation relies only on free software.

2.6.1. Ranking Function ρ

As the ranking function ρ � see Eq. (2.12), the implementation implicitly uses a composite
metric, which combines text-based similarity between the noun phrase and article text and
article popularity as measured by the number of in-links. In fact, the ranking is a semi-black
box since it is performed by the Lucene Search Mediawiki Extension.
Unlike the Mediawiki core, which is written in PHP, this extension is a Java program. Since

our implementation is also written in Java, Lucene-Search can be included in CLASSPATH and
used directly from the source code. However, the library requires extensive initialization,
which even on a fast workstation requires minutes of CPU time and gigabytes of memory.
Since our BOA implementation is intended to be relatively lightweight, a tight integration

would disable this positive trait. Therefore, we opted for a loose integration, where a Lucene-
Search daemon runs in a separate process and communicates with the BOA classi�er via the
HTTP protocol.

2.6.2. Modality Membership Function µ

As modality membership function µm (see Eq. (2.14) and Subs. 2.3.1), there are following
options � out-links, in-links, same category. Outlinks and in-links are retrieved directly from
the Lucene index.
For same category, a boolean query is issued containing all the categories in the source arti-

cle. The categories are added to the query with the BooleanClause.Occur.SHOULD modi�er,
which acts like a logical OR, i.e. at least one category needs to be shared. The results are
sorted according to the number of categories in common.

Listing 2.1: Code fragment for category retrieval
TermFreqVector tfv = IndexAccessor.getMainReader()

.getTermFreqVector(curArticleMainIndexID,"category");

BooleanQuery categoryQuery = new BooleanQuery();

for (String term : tfv.getTerms())

{

Term t = new Term("category", term);

TermQuery query = new TermQuery(t);

categoryQuery.add(query, BooleanClause.Occur.SHOULD);

}

Limiting the number of retrieved articles Since the number of articles retrieved by some
modalities may be prohibitively high, the system features two strategies to limit the number
of articles processed to an externally set threshold maxLinksToFollow:

• with FirstN article selection, the system takes �rst maxLinksToFollow articles that were
returned by µm implementation,
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• with Most similar article selection, the system orders the matching articles by textual
similarity with the current article using the Lucene MoreLikeThis Extension12 and
takes the �rst maxLinksToFollow articles.

Most Similar Article Selection The steps for retrieving articles related to article a in modal-
ity µm are as follows:

• Lucene index document identi�er for article a is assigned to mainIndexDocID,

• list of articles related with a in modality µm is saved to posList,

• MoreLikeThis query is issued against mainIndexDocID,

• results are �ltered by posList and only the top maxLinksToFollow articles are retrieved.

Listing 2.2: Retrieving similar articles
MoreLikeThis likeThisByText = new MoreLikeThis(

IndexAccessor.getMainReader());

Query likeThisByTextQuery = likeThisByText.like(mainIndexDocID);

TopDocs td = IndexAccessor.getMainSearcher()

.search(likeThisByTextQuery, posList,maxLinksToFollow);

Note that MoreLikeThis has a number of parameters, which are left on their default values.
One of these parameters is MinTermFreq with its default value 2. This setting causes that
MoreLikeThis query may not provide symmetric results. Consider Example 2.6.

Example 2.6 (MoreLikeThis query not producing symmetric results). Let document a1 have
content t1 t2 t2 t4 and document a2 content t2 t4 t5 t5 t6 t6. A MoreLikeThis query for a1

as a query document will search for documents containing term t2, since it is the only term
passing the MinTermFreq=2 threshold. Document a2 contains term t2, therefore it will match.
The opposite direction will not work. A MoreLikeThis query for a2 as a query document will
search for documents containing term t5 and t6 and since a1 contain neither of these terms,
a1 will not match.

It should be also noted that the article selection strategy (FirstN or MoreLikeThis) including
the maxLinksToFollow parameter are con�gured on per modality basis.

2.6.3. Term Selection

The system allows to prune terms by negative list, WordNet-based positive list combined with
lemmatization, and by their BOA frequency.

Negative List � Stop words

The system involves an option to include a stop-word list. Words on the list are removed
before any processing from all articles. The default list shipped with the application was
compiled from multiple publicly available stop-word lists and contains 838 unique entries.

12http://lucene.apache.org/java/3_0_0/api/contrib-queries/org/apache/lucene/search/similar/

MoreLikeThis.html [Retrieved on June 11, 2012]

http://lucene.apache.org/java/3_0_0/api/contrib-queries/org/apache/lucene/search/similar/MoreLikeThis.html
http://lucene.apache.org/java/3_0_0/api/contrib-queries/org/apache/lucene/search/similar/MoreLikeThis.html
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Lemmatization

JWNL library can be used to perform lemmatization. If this is enabled, the system looks
up every term encountered and creates an internal map, which replaces the term with its
WordNet lemma (see Listing 2.3).

Listing 2.3: Lemmatization with JWordnetSim
MorphologicalProcessor morph = dic.getMorphologicalProcessor();

IndexWord w;

try

{

w = morph.lookupBaseForm( POS.VERB, word );

if ( w != null )

return w.getLemma().toString ();

w = morph.lookupBaseForm( POS.NOUN, word );

if ( w != null )

return w.getLemma().toString();

w = morph.lookupBaseForm( POS.ADJECTIVE, word );

if ( w != null )

return w.getLemma().toString();

w = morph.lookupBaseForm( POS.ADVERB, word );

if ( w != null )

return w.getLemma().toString();

}

Positive List � WordNet

If the discardTermsNotInWordnet parameter is set to true terms for which no lemma is
found are discarded. In this case, WordNet plays the role of the positive list. The term
selection using positive list can be used only in conjunction with lemmatization. The reason
for tying positive term selection to lemmatization is as follows:

• since the lemma needs to be retrieved in any case, there is minimum, if any, performance
penalty for using the lemma instead of the original term,

• we expect lemmatization to have slight to negligible positive impact on the results.

Frequency-based Term pruning

Frequency-based pruning is implemented as described in Subs. 2.3.2. If the threshold is reached
on a term with term frequency tf , the remaining terms with the same tf and all terms with
lower tf are discarded.

2.6.4. Term Weighting Functions

In this subsection we give some remarks to the implementation of term-weighting functions
discussed in Subs. 2.3.3. Most space is devoted to WordNet-based term-weighting functions,
which are as far as we know unique to our work.
Our implementation does not support �rst sentence/paragraph boost for Term Frequency.

Regarding Inverse Document Frequency, only the IDF-ALL and IDF-BOA variants are imple-
mented.
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WordNet Term Weighting

The semantic relatedness similarity measures such as Lin and Resnik that we refer to through-
out this thesis as WordNet similarity measures can be adjusted to work with Wikipedia as a
knowledge source, using its category hierarchy to derive the hypernym-hyponym relationship.
Although using directly Wikipedia instead of WordNet as an additional resource is tempting,
previous experimental results [SP06] showed that using WordNet as the knowledge source
is superior to Wikipedia, we have therefore opted to use WordNet as the better performing
resource.

For WordNet weight computation the measures o�ered by JWSL and JWordnetSim are
available. For description of these two libraries please refer to Sec. 4.3. Note that these two
libraries will likely produce di�erent results with the same interest measure, which can be
attributed to using di�erent Information Content values (refer to Subs. 4.3.1 and Subs. 4.3.3).

Sense Selection The implementation does not allow to use the WordNet synset component
from Eq. (2.1). The WordNet concept with which the similarity is computed is the name
of the target class. In word similarity experiments (i.e. WordSim353 dataset) the concept
of a target class is not present, the two words between which the similarity is computed are
of equal standing. In this case, the WordNet concepts used are the names of the respective
entities (entity is considered as a target entity for itself).

Aggregating WordNet measures It will be shown in Sec. 4.3 that the results of individual
WordNet measures are volatile. The implementation therefore o�ers the possibility to use
WordNet Aggregate measure, which allows to use multiple WordNet measures and aggregate
their results using weighted arithmetic average.

We favoured arithmetic average before weighted geometric average since in our experience
it often happens that one similarity measure returns zero similarity, while another measure
returns non-zero similarity (also refer to Example 2.7). The use of geometric average would
result in such a term obtaining zero overall similarity, which we generally consider as unde-
sirable. It should be noted that arithmetic average is compared with the geometric average
in an experiment presented in Sec. 6.2. The overall results seem to be slightly better for the
geometric average.

Also, multiple WordNet measures can be used as �top-level� measures simultaneously, i.e.
alongside e.g. TF and IDF. In that case, the selected aggregator (refer to Subs. 2.3.5) is applied
to aggregate the WordNet term-weight vector with the remaining term-weight vectors.

Thresholds In preliminary experiments we observed that if a WordNet similarity value is
in the low or high band, its precise value does not bear much signi�cance when it comes to
distinguishing the similarity of the two terms. On the other hand, the di�erence may be quite
substantial when aggregated with values of other term-weighting functions. As a consequence,
we introduced two experimental thresholds (T low

l ≤ T high
l ) that a�ect the similarity between
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two terms in the following way:

wsim′(term1, term2) =


0 if wsim(term1, term2) < T low

l ,

1 if wsim(term1, term2) > T high
l ,

wsim(term1, term2) if T low
l ≥ wsim(term1, term2) ≤ T high

l .

(2.109)
where l refers to article level and wsim is a WordNet similarity measure. This threshold as-
sumes that the maximum value of the WordNet similarity measure used is 1 and the minimum
value is 0.

Example 2.7 (Aggregating WordNet measures). Consider the following con�guration.
There are two target classes c1 = basketball player and c2 = football player. The term-

weighting functions are Tm = 〈τtf , τJCn, τagg〉, where τtf is term frequency, τJCn is a WordNet
similarity measure Jiang and Conrath from the JWSL library and τagg is the aggregation of
two implementations of WordNet similarity measure Lin (by JWordnetSim, abbreviated as
JWNL, and JWSL libraries).

Assuming m refers to an abstract modality and the computation is performed on level 0,
our goal is to compute the �rst component of βML

m,0 , which we consider to be the weight for
term t1 =�football� for both target classes. We will denote this weight as x̄bas1 for class c1

basketball and x̄foo1 for class c2 football.
For c1 let there be entity article a1, and for c2 entity article a2. From de�nition, there is

only one article on level 0 for entity article a1, which is a1.

βML
m,0 (a1) = agg(βtwf

m,0,tf (a1), βtwf
m,0,JCn(a1), βaggm,0,tf (a1),Wm,0,tf ,Wm,0,JCn,Wm,0,agg).

Let agg refer to geometric average aggregator, the �rst component xbas1 is then computed
as:

x̄bas1 = tf(t1, a1)Wm,0,tf × (jcnjwsl(t1, c1))Wm,0,JCn × wagg(t1, c1)Wm,0,agg ,

where the value of WordNet aggregate wagg is computed by weighted arithmetic average using
weights Wagg,lin,jwsl and Wagg,lin,jwnl:

wagg(t1, c1) = Wagg,lin,jwsl × linjwsl(t1, c1) +Wagg,lin,jwnl × linjwnl(t1, c1).

Assume that the term frequency for t1 in a1 is 1 and 5 in a2, Wm,0,tf = 0.3,Wm,0,JCn =
0.2,Wm,0,agg = 0.5,Wagg,lin,jwsl = 0.6,Wagg,lin,jwnl = 0.4. Note that the Wm,0,∗ weights sum
to 1 and also Wagg,∗ weights sum to one.

Referring to Table 2.7 for values of WordNet similarity, we get:

x̄bas1 = 10.3 × 0.1790.2 × (0.091× 0.6 + 0× 0.4)0.5 = 0.166

x̄foo1 = 50.3 × 0.2310.2 × (0.097× 0.6 + 0× 0.4)0.5 = 0.291.

The fact that these thresholds are set separately for each level allows to apply benevolent
thresholds for lower article levels and stricter threshold for higher article levels. Articles on
higher levels can be expected to contain more noise as they are more distantly related to the
target class. The e�ect of a stricter threshold is that only words closely related to the entity
are included with nonzero weight.
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JWSL JWordnetSim all
2nd concept/similarity Lin JCn avg Lin JCn avg avg

× basketball player 0.091 0.179 0.135 0.0 0.046 0.023 0.084
× football player 0.097 0.231 0.161 0.0 0.059 0.030 0.095

Table 2.7.: Similarity values between �football� and �basketball_player� and �football_player�
for Lin and Jiang&Conrath (JCn) similarity measures as implemented in JWSL
(MFS assumption, IC values computed over BNC with Resnik counting and
smoothing) and JWordnetSim.

It should be emphasized that this weight adjustment is performed independently for each
target class (which would be in the place of term2 in Eq. (2.109)). Also note that if thresholds
are used in conjunction with a WordNet aggregation measure, the values are �rst aggregated
and then the thresholds are applied.

2.6.5. BOA Similarity Measure sim

The term vector computations are done with Matrix Toolkits Java library.

2.6.6. Lucene Index

A BOA classi�er requires a Wikipedia index containing the following pieces of information
about each article:

• term vectors with term frequencies,

• out-links, in-links, categories,

• popularity ranking (for most frequent sense relevance ranking).

Given the current size of English Wikipedia and the fact that it is constantly updated,
meeting these data acquisition requirements would result in a considerable engineering e�ort
and in fact a reimplementation of existing software as these functions are from the most part
performed by the existing Lucene-Search Mediawiki Extension. The Lucene-search extension
provides also the wikitext parser.

Index Description

The Lucene-based Mediawiki search engine indexes the Mediawiki article database and cre-
ates several Lucene indexes: Main index, Headlines index, Links index, Related index and
Spellcheck index. The BOA classi�er implementation uses the Main index containing term
vectors and the Links index containing links leading out of each article.

Main Index This index is stored in the wiki directory and contains the following important
�elds: title, key with a numeric article identi�er, the term vectors are saved in the contents
�eld, category stores article's categories, related stores titles of articles that were determined
as related during indexing.13

13A is said to be related to B, if A links to B, and there is some C that links to both A and B (source:
Lucene-Search Extension documentation).
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Links Index This index is stored in the wiki.links directory and and contains the following
�elds: article key containing concatenated article title, article pageid with a unique
numeric identi�er that binds the entry with the main index key �eld, links with a list of
article titles to which the article links. The index di�erentiates between di�erent types of
links (article/image) using a namespace (pre�x), redirect contains the title of the article to
which the current article is redirected, rank re�ects the number of in-linking articles.

Index Use

In the BOA classi�er implementation, Lucene indexes are exploited as follows.

Term vectors Indexed Wikipedia articles are stored in the contents �eld of the Main
index. Since the Lucene-Search extension does not store term vectors for this �eld, it was
therefore necessary to modify the extension with code for storing the term vectors for the
purpose of the BOA classi�er.

Listing 2.4: makeDocument procedure of the WikiIndexModifier.java was changed; under-
line marks the change

doc.add(new Field(fields.contents(),contentAnalyzer.

tokenStream(fields.contents(),""), Field.TermVector.YES));

Outlinks This information can be obtained from the links �eld of the article entry in the
Links index.
Categories This information can be obtained from the category �eld of the article entry

in the Links index. Again, it was necessary to modify the indexing code so that term vectors
are stored.

Listing 2.5: makeDocument procedure of the WikiIndexModifier.java was changed; under-
line marks the change

doc.add(new Field("category",

new CategoryAnalyzer(tokenizer.getCategories(),false)

.tokenStream("category",""), Field.TermVector.YES));

Popularity ranking The Lucene-Search Extension contains a search engine, which uses
sophisticated relevance ranking involving the number of in-links. The BOA implementation
uses the �rst-ranked article as the MFS baseline.

2.7. Parameter estimation

A certain disadvantage of the BOA algorithm is the number of parameters that need to be
set externally (manually). Initially, we carried out small experiments to heuristically set the
values for these parameters. In this section, an algorithm for learning the parameter values is
described. Since this algorithm is supervised it needs a labeled dataset to operate on.
Due to the number of parameters involved and their heterogeneity we decided to use evo-

lutionary algorithms to perform the parameter estimation. These parameters involve partic-
ularly the weights Wm,Wm,l,Wm,l,t (all �oat variables), but also the modality crawling depth
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Lm
max (small integer) and maximum term-vector length (integer). For WordNet term-weighting

function, there are also the Tmin, Tmax parameters and the weights of individual WordNet
weighting functions should WordNetAggregate term-weighting function be used. There are
also nominal parameters, such as the choice of article selection strategy or the infocontent �le.
The overall structure of the algorithm is depicted in Alg. 7. Below we use the �ve-step

methodology introduced in the authoritative book [Ash05] to de�ne the individual design
choices relating to the setup of an evolutionary algorithm.

2.7.1. Data Structures

Our algorithm uses the complete XML con�guration �le (example is in the Appendix B.4),
which also includes parameters which are not subject of the optimization. This �le forms the
basis of what is called gene in the context of evolutionary algorithms.
The selection of parameters that will be varied is determined by another �le, which we

call the GAConfig �le (from Genetic Algorithm Con�guration). It lists the names of the
parameters, and for each parameter its type (integer, �oat, gaussianInteger, enum), range and
context.14

Enum parameters The range of an enum parameter is de�ned through enumeration of nom-
inal values. Value of the parameter for a new individual is initialized by randomly selecting a
value from the range. If enum feature is selected for mutation, its value is changed to a ran-
domly selected value. Since our setup does contain only relatively short enums, the likelihood
of the same value being selected during mutation is relatively high.

Integer and �oat The range of integer and �oat parameters is de�ned by minimum and
maximum value. Value of the parameter for a new individual is initialized by randomly
selecting a value from the range. If integer or �oat feature is selected for mutation, its value
is changed by adding a gaussian.

Gaussian integer The di�erence between integer and gaussianInteger is in the initialization
of individuals: for integer features the initial value is chosen with uniform probability in the
range of the feature, for gaussianInteger it is selected with the following formula

newV alue = min(max,min+ |randomGaussian× stddev|) (2.110)

where randomGaussian is a random number with a mean of 0 and a standard deviation of 1
generated by the Java Random package nextGaussian() method, stddev is an externally set
standard deviation, and min and max are lower and upper bounds given for the feature.
The motivation for Eq. (2.110) is to have the values clustered along the lower bound. The

reason for this is that Gaussian initialization was designed for the maxTermVectorLength
parameter, where a lower value leads to signi�cantly shorter processing time.
In the preamble, the GAConfig also speci�es the general genetic algorithm setup (maximum

number of generations, population size), stopping criterion (number of generations with no
improvement) and some performance parameters � type of parallel execution (multi-process,

14Context is a technical parameter which uses a regular expression to specify a part of con�guration �le, within
which the feature is searched and its value changed
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Feature Parent 1 Parent 2 Child 1 Child 2

TV_LinkOut_WeightFactor_level0 0.65 0.53 0.65 0.53
TV_LinkOut_WeightFactor_level1 0.83 0.16 0.83 0.16
TV_LinkOut_maxLinksToFollow 7 10 7 10
TV_LinkOut_weightingFactor 0.07 0.49 0.49 0.07
TV_LinkOut_articleSelectionStrategy mostsim �rstn �rstn mostsim
TV_LinkOut_aggregationType CustAgg2 CustAgg1 CustAgg1 CustAgg2

Table 2.8.: Crossover illustration � Crossover point is at TV_LinkOut_maxLinksToFollow

multi-threaded15) and the maximum concurrent processes/threads. An example GAConfig �le
is listed in the Appendix B.3.

2.7.2. Fitness Function

The �tness function measures the quality of the individual [solution] using the con�guration
entailed by the individual. In the BOA context, the �tness is either de�ned as accuracy, i.e. a
ratio of correctly classi�ed instances to all unlabeled instances, or as a value of the Spearman
rank correlation. Which measure will be used depends on the experiment type, implemented
experiment types are listed and described in greater detail in the Appendix B.1.

2.7.3. Variation Operators

The implementation uses both two most common evolutionary operators: crossover and mu-
tation.

Crossover

The crossover is executed on a pair of individuals. Standard single-point crossover is imple-
mented: a crossover point is randomly selected and then the genes are copied from parent to
child so that the genes before and after the crossover point come from a di�erent parent (refer
to Table 2.8).

Mutation

After the child individuals are created with crossover, they are subject to probabilistic muta-
tion with rate α, where α is an externally set parameter. In the selected mutation scheme, for
numerical features a Gaussian mutation is performed with probability α at each position. A
unit-Gaussian distributed random value (randomGaussian) is added to the value of selected
gene (feature):

newV alue = value+ randomGaussian× stddev, (2.111)

where the standard deviation stddev = (max −min)/10. If the new value falls outside the
range, it is clipped. The de�nition of max and min is the same as in Eq. (2.110).

15The multi-threaded option is experimental.
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2.7.4. Selecting Parents from the Population

The way the selection is performed in�uences the speed of convergence. Our implementation
uses single tournament selection, with tournament size 4. In this setup, the individuals are
randomly divided into groups of four, and the two individuals in each group with the highest
�tness are selected. The two selected individuals are subject to crossover and consequently
mutation with the result of producing two o�spring. The o�spring then replace the two least
�t members in the group of their parents.
This selection method exhibits elitism � the best individual in a population is never lost,

and as a consequence the maximum �tness cannot drop as evolution proceeds.

2.7.5. Termination Condition

The algorithm stops if there is no improvement in the best �tness over a period of G genera-
tions, where the number G is an externally set parameter.
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Algorithm 7 Parameter estimation with genetic algorithm
Input: PopulationSize � must be divisible by 4,
masterExpConfig = {Param = 〈name, value〉} � a complete set of parameters for BOA
classi�er,
GAConfig = {Param = 〈type, range, context, Gaussian [boolean]〉} � a set of parameters
subject to optimization, range is either de�ned for enum type as enum of strings, otherwise
by min and max values.
V alidationSet = {〈term1, term2, sim〉}

Output: bestInd � the con�guration with the highest �tness on the validation dataset

Pop:=Create an initial population of size PopulationSize
//initialize the population
for all Ind in Pop do
Ind:=masterExpConfig //create a copy of the con�g �le
for all Param in GAConfig do
if gaussian = true then
Ind.value:= min(Param.max, Param.min+ |randomGaussian()× stddev|)

else if Param.type = enum then

Ind.value:= random value from Param.enum
else

Ind.value:= uniformly distrib. rand. value between Param.min and Param.max
end if

end for

end for

//start evolution
genNumber:=0
repeat

for all Ind in Pop do
//�tness measured by Spearman correlation coe�cient or accuracy
Ind.fitness:=BOAClassifier.run(Ind.generateConfig, V alidationSet)

end for

genNumber:= genNumber +1
NewPop := ∅
Groups:= randomly partition Pop into PopulationSize/4 groups
for all Group in Groups do
ind1, ind2 := get two individuals with highest �tness in Group
child1, child2 := crossover(ind1, ind2)
child1:= mutation(child1)
child2:= mutation(child2)
NewPop:= NewPop ∪ ind1 ∪ ind2 ∪ child1 ∪ child2

end for

Pop := NewPop
maxFitness:= getMaxFitness(Pop)

until the maxFitness is not improved for maxGen generations
return individual with best �tness from Pop
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2.8. Contribution and Future Work

After devising the SCM algorithm, BOA was our next step in addressing the entity classi-
�cation problem. Observing the good performance of Wikipedia-based THD algorithm, an
SCM component, we attempted to develop a method that will derive also the similarity from
the high-dimensional textual content of Wikipedia articles rather than from the hand-coded
relations in the WordNet thesaurus, which the similarity measures used in SCM rely on.
The intuition behind BOA is similar to how we imagine a modern human being would pro-

ceed if presented with the task to assess the similarity of two unknown entities. Assuming
access to encyclopedia is provided, the human would �rst look both words up. The ency-
clopedic de�nition � the meaning behind the key concepts mentioned, rather than behind all
words, as well as the overall semantic interpretation � is undoubtedly an important input for
the similarity computation happening in the human brain. Our method does not attempt to
perform the overall semantic interpretation, however, it does work with related �concepts�,
which are retrieved through the various modalities. For example, concepts mentioned in the
de�nition are obtained with the out-link modality.
Using dictionary de�nitions to compare two entities is not a new idea. It was proposed

already in 1986 by Lesk [Les86]. This direction was revisited in 2003 by Banerjee and Pedersen
[BP03], who described the Extended Gloss Overlap measure, which takes into account also
de�nitions of related encyclopedic entries. Lesk used Oxford Advanced Learner's Dictionary
as the encyclopeadic resource, while Banerjee and Pedersen used WordNet. Using Wikipedia
in a similar manner was, in fact, one of the �rst attempts in the area of Wikipedia-based WSC.
In their 2006 paper, Strube and Ponzetto [SP06] evaluated using text overlap of Wikipedia
articles on the WordSim353 dataset. The resulting correlation coe�cient was only around
0.20, one of the worst results among all measures. Although the best result was achieved
with Wikipedia as a knowledge source (as opposed to WordNet), it was with the Leacock and
Chodorow measure, which uses only Wikipedia category hierarchy to derive the hypernym-
hyponym relationship and ignores the text of Wikipedia articles. Perhaps under the in�uence
of this paper, follow-up research largely disregarded the text of Wikipedia articles de�ning
the entity, and focused on more elaborate uses of Wikipedia: the WLM measure uses a vector
of links to represent an entity, and the ESA method uses a vector of concepts (Wikipedia
articles). A more comprehensive review of related research including the description of the
WLM and ESA algorithms is presented in Chapter 3.

2.8.1. Contribution in the Wikipedia-based WSC Area

With BOA algorithm, we have demonstrated that only using the text of Wikipedia articles
and possibly related articles can achieve correlation with human rankings exceeding 0.7, sig-
ni�cantly surpassing the previously achieved result of 0.2 on the same dataset and similar
underlying data.
This improvement in results in our opinion stems from di�erent similarity measures being

used to compare the �bags of words� in each approach. In [SP06], the authors used an adapta-
tion of the Lesk measure, refer to Eq. (2.112), while in BOA we use either the cosine similarity
or the dot product.

relate(t1, t2) = tanh

(
overlap(t1, t2)

length(t1) + length(t2)

)
(2.112)
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The fundamental di�erence between these two text comparison methods is that the relate
measure does not use word weights, it either counts two words or phrases as overlapping or
not. In contrast, in BOA we develop an elaborate weighting scheme, where multiple weight
vectors are created and subsequently combined. While the bags of articles for both compared
entities need to overlap in a particular word for this word to contribute to the overall similarity,
the value of the contribution of the word is derived from multiple factors, including:

• IDFALL in the entire Wikipedia,

• IDFBOA computed over bag of articles of classes involved in training,

• term frequency,

• WordNet similarity with the name of the entity.

All but the last measure are well known and frequently used in information retrieval. WordNet
similarity algorithms were developed and used to assess semantic relatedness of two words. As
far as we know their use as a term weight is novel and we consider it to be our contribution.
Also, we provide a generic framework for aggregation of multiple term-weighting functions and
propose new aggregation operators. Experimental evaluation presented in Sec. 6.4 shows that
the performance of the newly proposed aggregators surpasses the baseline geometric average
aggregator.
BOA identi�es related articles and aggregates their text into one term-weight vector. This

is of course not a novel idea, de�nitions of related words were used in a very similar context
in the Extended Gloss Overlap measure as noted above. The idea of the Bag-of-Articles does
not contribute any principal change or improvement over this approach, however, to the best
of our knowledge, it is substantially more elaborate than what has been proposed in the WSC
area so far. Speci�cally, with BOA we present a mathematical framework for dealing with:

• multiple modalities (with in-link, out-link and category modality implemented),

• user-de�ned crawling depth in each modality,

• multiple term-weighting functions per each modality.

This framework was designed with the intent to adapt to a speci�c characteristic of each
modality. For example, it may be the case that in-links are more relevant than out-links,
however, the quality of in-links may deteriorate more rapidly with increasing article level
than the quality of out-links. Similarly, the good performance of a particular term-weighting
function may be tied to a speci�c modality or crawling depth or both. To this end, we have
proposed a granular weighting scheme, allowing to set weights based on term-weighting func-
tion, modality, depth of the article (article level) and phase (training/classi�cation). This
weighting scheme is accompanied by a genetic algorithm, which learns the values of the cor-
responding parameters from training data. Overall, we hope our framework will contribute to
the advancement of the Wikipedia-based WSC area, as we are not on one hand aware of any
comparable work, and on the other hand it provides proven performance bene�t. The results
are close to the state-of-the-art ESA algorithm. It should be emphasized that BOA uses, in
essence, only local information (the entity article and its neighborhood), while ESA relies on
an inverted index created from the entire Wikipedia and is therefore more resource intensive.
A more detailed information on the consumption of resources is in Subs. 7.4.
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2.8.2. Future Work

During the work on the algorithm and the evaluation of related work, we encountered several
possible improvements and extensions. A straightforward idea is to implement additional
modalities. For example, using glosses (the �rst paragraph of Wikipedia pages) was found
to perform slightly better than the full text of Wikipedia pages in [SP06]. What is perhaps
more important is tackling the disambiguation algorithm, since it needs to be adjusted to give
higher preference to the �rst sense. Our empirical observation on both the Czech Traveler
and the WordSim353 datasets indicates that the likelihood of the �rst sense being correct is
disproportionally higher than for any other sense.
There are two possible improvements that could be applied to the use of WordNet similarity

measures. First, the WordNet term-weight vector could be made more robust by using multiple
synsets for the target class. The disadvantage of this proposal is a linear, but signi�cant rise
in time complexity; the computation of the WordNet term-weight vector is already the most
time-intensive operation. Second, using Wikipedia as a base for computing what is now called
�WordNet term-weight vector� as suggested in [SP06] would allow to use this term-weight
vector also with target classes that do not have straightforward WordNet mapping.
The best performing Wikipedia-based WSC algorithms are based on other than free text

Wikipedia content. Using free text alongside the non-textual features could provide results
superior to any single measure. To this end, it would be necessary to extend the mathemat-
ical framework for dealing with �multi-modal modalities� � the term-weight vector would be
composed of several segments of dimensions. For example, one segment would correspond to
words from free text, second to links (features used in the WLM algorithm) and the third to
explicit concepts (features used in the ESA algorithm).
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e Entity, a super concept for target class and unlabeled instance
c Target class
x Unlabeled instance
Awiki Set of articles in Wikipedia
Aa

m,l Set of articles in the ml -band of the entity article a
Atrain Set of all entity articles
Âtrain Set of all articles involved in training
Ac Set of entity articles given for class c
Āc Set of all entity articles for class c
Aa

m,l Set of articles related to a in modality m on level l
T Set of all terms
Tm Sequence of term-weighting functions for modality m
C Set of target classes
M Set of modalities, Mtest � in classi�cation phase, Mtrain � in training phase
NPc,NPx,NPe Set of noun phrases given for class c, unlabeled instance x, entity e
W Directed walk in a graph as de�ned by a sequence of edges
Wm Weight for modality m, used in function β
Wm,l Weight for level l in modality m, used in function βMOD

Wm,l,t Weight for term-weighting function t in modality m and level l, used in βML

Lm
max Maximum level in modality m

β(e) Function associating entity e with a vector of term weights
βMOD
m (e) Function aggregating levels in modality m for entity e
βINS
m,l (e) Function aggregating instances in modality m and level l for entity e
βML
m,l (a) Function aggregating term weights for level l, modality m and entity article a
βTWF
m,l,t (a) Function representing the term weight function t for ml-band and entity article a
σ(Âtrain) Function associating Âtrain with a vector of terms
ρ(np) Ranking function, associates the noun phrase np with a vector of its senses ~s
δ(~s) Disambiguation function, selects one sense from the vector of possible senses ~s
µm(a, ar) Modality membership function
class(x) Classi�cation function, associates the unlabeled instance x with one target class
→map Operator associating a noun phrase NP with a Wikipedia article
wsim(t1, t2) WordNet similarity between terms t1 and t2
IDFALL Inverse Document Frequency over the whole Wikipedia
IDFTRAIN Inverse Document Frequency over the subset of Wikipedia involved in training
IDFBOA IDF variant, where all articles in BOA of a class are considered as one document
mB Wikipedia incidence matrix for modality m
allD Term weight matrix for the IDF-ALL term-weighting function
boaD Term weight matrix for the IDF-BOA term-weighting function
tfD Term weight matrix for the TF term-weighting function
G = (V,E) Graph de�ned by the set of vertices V , and set of edges E

Table 2.9.: Used notation



3. Related Work

There is a large body of work related to the topic of this dissertation. The entity classi�cation
task appears in practice in the image/video retrieval, when textual annotations are used to
improve the results of content-based image classi�ers. Some of the work from this context is
presented in Sec. 3.1. Abstracting away from the image use case scenario, the entity classi�-
cation task is quite close, but not exactly �tting, any of the mainstream NLP disciplines:
Named Entity Recognition (NER) is a long established discipline which aims at clas-

sifying NEs to a prede�ned set of classes.1 Large labeled corpora available for this task are
exploited by supervised NER systems to learn statistical classi�cation models. However, this
approach cannot be utilized in the generic entity classi�cation case due to the data acqui-
sition bottleneck [CV05b]. According to survey [NS07], it is only relatively recently that
semi-supervised and unsupervised approaches (also called open domain) to NER surfaced.
Interestingly, three of �ve unsupervised methods mentioned in the survey are based on simi-
lar methods that we employ in SCM and THD algorithms: hypernym discovery with Hearst
patterns is used in [CV05b, Eva03] and WordNet in [AM02].
Entity classi�cation can be also cast as a Word Sense Disambiguation (WSD) problem

if we approach target classes as word categories [FH02]. However, many WSD algorithms
including [FH02] are supervised, which is not desirable in entity classi�cation for the same
reason as with NER. Further, WSD algorithms are typically constrained to �nding the most
�tting combination of word senses only within a local context typically limited to a window
of several words before and after the entity. This is not suitable for textual annotations of
objects, which are often too short to contain a usable local context.
The problem of classifying entities appearing in the text into a user-de�ned set of classes

without the general availability of immediate left and right context for each entity can be
perhaps best seen as a special case of computing semantic relatedness of individual words
or noun phrases, i.e. the Word Similarity Computation (WSC) problem. This task is
inherently unsupervised as there is no concept of a target �class�, �tag� or �category� as in
the NER or WSD disciplines. Both words, the similarity of which is assessed, are on equal
standing and the computation result is not a crisp similar/dissimilar value but a similarity
score. As a consequence, the semantic similarity computations are reliant either on semantic
thesauri such as WordNet or on vast semi-structured textual resources such as Wikipedia
rather than on training data.
Algorithmically, Semantic Concept Mapping (SCM), the �rst approach to entity classi�ca-

tion proposed in this thesis, draws from the well-established area of WordNet-based WSC.
The research in this area is closely tied with WordNet as the knowledge source,2 therefore it
seemed more logical to place the discussion into Chapter 4, which covers WordNet.
THD uses lexico-syntactic patterns to extract hypernyms from Wikipedia. Here, the re-

search on lexico-syntactic patterns can be easily decoupled from the lexical resource (Wikipedia),
because free text is typically used as input. The most in�uential approaches from this area
1Typically PERSON, LOCATION, ORGANIZATION, MISC in the CONLL task: www.cnts.ua.ac.be/conll/
2Most approaches to measuring semantic relatedness use WordNet as the primary knowledge source [SP06].
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are recounted in Sec. 3.2. The role of Wikipedia is put to scrutiny in the dedicated Chapter
5.
The algorithms proposed in this dissertation share some of the principles with the WikiRe-

late!, Explicit Semantic Analysis (ESA) and the algorithm proposed by Milne and Witten that
come from the niché but quickly developing area of WSC over Wikipedia. These algorithms
are reviewed in Sec. 3.3.
The goal of this dissertation here is also quite close to those of Named Entity classi�cation

and Recognition, Word Sense Disambiguation. Since the work in the areas of NER and WSD
is not only quite broad, but also has been previously well documented, we will by a large
part skip detailed discussion of these areas and focus the discussion on a selected related
algorithms in Sec. 3.4. For a more general and complete overview we refer the reader to
[NS07] and [Agi07].
Sec. 3.5 shows that under certain assumptions, the problem addressed in the BOA classi�er,

the second approach to entity classi�cation proposed in this thesis, can be cast as a document
classi�cation task. Sec. 3.6 discusses the in�uence of related work on the design of our BOA
and SCM algorithms.

3.1. Image Caption Analysis

This section presents a selection of papers that report using free-text image annotations as an
aid for image classi�cation.

3.1.1. Named Entity Recognition for Visual Object Annotations

According to [DM07] the earliest system was NameIt! [SNK99], which associated names with
faces in news video using the analysis of video captions and extraction of named entities from
transcripts.
The system computes a composite score for each word in the transcript:

• grammatical score: 1.0 to proper nouns, 0.8 to common nouns, 0.0 otherwise,

• lexical score: 1.0 to persons, 0.8 to social groups, and 0.3 otherwise,

• situational score: 1.0 to speech, 0.8 to attendance at meetings, and 0.3 otherwise,

• positional score: 1.0 to words in the �rst sentence, 0.5 to words in the last sentence of
a paragraph, and linearly interpolated score according to the position of the containing
sentence otherwise.

The �nal score was computed as a product of the individual scores.
The performance of the linguistic component of their system is demonstrated on the analysis

of a transcript containing 3,462 words of a 30-minute news video. The authors identi�ed
105 name words from the transcript, the system automatically extracted 752 words as name
candidates: 94 correct, 9 missed, and 658 false alarm. Due to the excessive false alarm rate
the performance of named entity extraction was poor, but the overall results were promising
with 33% accuracy of name-to-face retrieval.
The lexical resources used were Oxford Advanced Learner's Dictionary3 and WordNet the-

saurus. For parsing, the Link Parser [ST93] was used.
3http://ota.ox.ac.uk [Retrieved on 11 June 2012]

http://ota.ox.ac.uk 
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A more recent approach to a similar task, presented in [BBEF04], already used a NER
system to improve the accuracy of extraction of named entities. Interestingly, they use the
NER system contained in an early version of the GATE framework [CMBT02]. The GATE
framework is used in our THD algorithm, but not for NER.
They note that �incorporating a natural language model into face clustering products pro-

duces much better results than clustering based on appearance alone�. Quantitatively, they
experience improvement from 67% to 77%. The contribution of NER to the classi�cation
performance is not reported.

3.1.2. Assessing if Entity is Visual

The system presented in paper [DM07] determines if entities extracted from an image anno-
tation appear in the image. The system detects and classi�es all entities (not just persons)
but does not work with visual information. This research can be considered as the closest
one to our SCM method (refer to Sec. 1) in that noun phrases are also extracted from text
and mapped to WordNet synsets. The authors use WordNet to determine whether the entity
is visual, but do not perform mapping to a custom-de�ned set of classes. The recognition of
person names is improved through a dictionary of names extracted from Wikipedia.
As a test set, they used the Yahoo! News dataset (refer to Subs. 6.1.3). All entities

appearing in 100 annotations assigned to images from Yahoo! News were classi�ed. Using a
combination of a NER system and WSD package, the authors achieved an accuracy of 75.97%
when classifying entities to WordNet synsets. The erroneous entity detection accounted for
32.32% of the error, 60.56% was caused by the WSD system and 8.12% by the NER package.

3.1.3. Combining Textual and Image Features for Classi�cation of Images

There are also multiple other approaches inspired by techniques from the area of information
retrieval. For example [Wes00] uses Latent Semantic Indexing to represent information com-
ing from both image and textual analysis into one semantic space. Image annotations are
represented by full-length term vectors; no NLP is performed. The authors note that Latent
Semantic Indexing as a statistical technique is less useful for named entities since these tend
to occur infrequently in the corpus.
Of interest is also the work of [GAS99], which combines the textual content with image

features to classify images into four categories based on the text surrounding the images on
web-pages. No NLP or NER was performed, and the use of textual content resulted in marginal
improvement in classi�cation to categories for which named entities were important. This can
be accounted to problems with sparsity of named entities, as also marked by [Wes00].

3.2. Hypernym Discovery

Discovering hypernyms for entities appearing in the text is an important step of the SCM algo-
rithm presented in Chapter 1. Most research has so far focused on non-statistical approaches,
often relating to the lexico-syntactic patterns introduced by Hearst in [Hea92]. Lexicosyn-
tactic patterns for hypernym discovery are after the author of this paper often referred to as
�Hearst patterns�. The prototypical Hearst pattern goes along the sentence frame H0:

�An L0 is a (kind of) L1� (H0).
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Here, L1 is a hypernym of L0, which is said to be a hyponym. This pattern is given along
with six other patterns in [Hea92].

The Hearst pattern used for experiments was H1:

NP0 such as {NP1, NP2, . . ., (and|or) NPn} (H1),

where NP0 is the hypernym and NP1, . . . , NPn are the hyponyms4. The experiments were
performed on the Grolier's American Academic Encyclopedia. Hearst recalls that in the 8.6
million words 7,067 sentences were found to contain �such as� contiguously, but only 152
contained unmodi�ed hypernym and hyponym. Out of the 156 relations 61 were con�rmed
(they were contained in WordNet).
The THD algorithm presented in Sec. 1.3 comes out of the research of Hearst in two ways.

The hypernyms are extracted also from an encyclopedia and a hand-crafted variation of the H0
pattern is used. There are also marked di�erences: Wikipedia is not only signi�cantly larger
with the number of articles at 3.6 million (as of April 2011) at nearly half of the words of
the Grolier's encyclopedia, but it also seems to be more suitable for extraction of H0 patterns
than the Grolier's encyclopedia was for extraction of H1 pattern. We discuss the suitability
of Wikipedia for hypernym discovery in greater detail in Chapter 5, some justi�cation for this
point can be found also in [LLM11].

3.2.1. Learning Lexicosyntactic Patterns

In the original paper [Hea92], Hearst does not report performing any linguistic preprocessing,
which limited the possible intricacy of the proposed patterns. There was a range of follow-up
research. Perhaps the most notable5 recent work in the area of learning lexico-syntactic pat-
terns was done by Snow et al [SJN05], who proposed an algorithm for automatically learning
hypernym (is-a) relations from the text.

Algorithm

Instead of relying on hand-crafted patterns used by Hearst and many others including our
THD algorithm, Snow proposed a semi-supervised algorithm for learning these patterns. The
outline of this algorithm adapted from [SJN05] is given as Alg. 8. The input pairs were
identi�ed in the corpora with WordNet.
Alg. 9 illustrates how the patterns will be applied to decide if a noun pair is in a hyper-

nymy/hyponym relationship or not.

Results

Although Snow et al. reports results in terms of F-Measure and the results of the THD
algorithm is reported in terms of accuracy,6 the best F-Measure on the hypernym task achieved
4Actually, a restricted version of this pattern was used that allowed only for unmodi�ed nouns.
5The follow-up paper [SJN06] received the best paper award at COLING/ACL, 2006.
6We do not give precision, recall and F-measure for our result since it is not clear whether to count an
incorrect hypernym as false positive (the system gave a wrong answer) or false negative (there was a good
answer).



3.2. Hypernym Discovery 97

Algorithm 8 Learning lexico-syntactic patterns
Input: NP � list of noun hypernym-hyponym pairs NP [i] = 〈ni1, ni2〉,
Output: classifier � a hypernym classi�er

sentences := ∅
for all 〈ni1, ni2〉 in NP do

sentences := sentences ∪{ sentences in which both nouns ni1 and ni2 occur }
end for

patterns:=parse sentences, and automatically extract patterns from the parse tree.
return classifier:= train a hypernym classi�er from patterns as features.

Algorithm 9 Applying lexico-syntactic patterns
Input: 〈n1, n2〉 pair of nouns, testset, classifier trained classi�er
Output: result = true/false � noun pair is in the hypernym/hyponym relation or not

features1,2:= extract features from n1, n2 in the testset
return classifier.classify(features1,2)

by Snow et al. was 0.3592 (0.8318 being the inter-annotator agreement of four annotators,
with 134 marked hypernym pairs).

Discussion

Interestingly, the learning algorithm rediscovered some of the previously known patterns in-
cluding H0. Snow et al use WordNet to automatically tag noun pairs with hypernym-hyponym
relation (and assign the individual words the corresponding roles). The input text comes from
the TIPSTER and TREC 5 newswire corpora [Har92] and later experiments were performed
on Wikipedia. While this algorithm can be considered as the state-of-the-art, the approach
for hypernym discovery used in this thesis takes the older hand-built route. The reason
for this is that we aim to extract only the hypernym for the topic of the article, not all
hypernym-hyponym pairs as in the approach of Snow et al. As will be shown in Chapter 5,
the hand-crafted rules seem to work unexpectedly well on this task.

3.2.2. Hypernym Discovery using a JAPE grammar

The THD algorithm presented in Chapter 1 is closest to the research of Cimiano et al [CV05a],
who use lexico-syntactic patterns also codi�ed in a JAPE transducer grammar. JAPE (Java
Annotation Pattern Engine) grammars [CMT00] were designed within the scope of the GATE
Project7 to perform �nite state transduction over annotations created in a linguistic prepro-
cessing step based on regular expressions. Though the focus of their framework Text2Onto is
di�erent as it tries to learn the whole ontology, while the work presented here tries to discover
only hypernyms for the given query, it still technologically constitutes one of the most relevant
instances of systems related to THD.

7http://gate.ac.uk [Retrieved on 11 June 2012]

http://gate.ac.uk
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Work�ow

Linguistic preprocessing in Text2Onto is done by tokenizer, sentence splitter and POS tagger.
This is the same stack of GATE NLP tools as in the THD system (see Fig. 1.2) � with the
exception of noun phrase chunker, which is missing in Text2Onto but present in THD. After
the linguistic preprocessing is done, the system applies JAPE patterns to extract various
concepts and relations that are either to be added to the ontology or are input for another
algorithms.

Extraction Grammar

Example of a JAPE grammar given as example in the Text2Onto paper [CV05a] for Hearst
patterns (H1) is depicted on Alg. 10.

Algorithm 10 JAPE Grammar in Text2Onto
( NounPhrase1 ) : superconcept
(
{ Token.kind == punctuation }
)?
{ SpaceToken.kind == space }
{ Token.string == "such" }
{ SpaceToken.kind==space }
{ Token.string=="as" }
{ SpaceToken.kind==space }
( NounPhrasesAlternatives ) : subconcept
: hearst1
=⇒
: hearst1.SubclassOfRelation = {rule = "Hearst1"}
: subconcept.Domain= {rule = "Hearst1" },
: superconcept.Range= {rule ="Hearst1" }

A detailed description of JAPE grammar syntax is available in the user manual available
at http://gate.ac.uk.

3.2.3. Hypernym Discovery from Wikipedia

Hypernym discovery from Wikipedia is a small application area with few available papers.

Hand-built grammars

Paper [KT07] explores the use of Wikipedia as external knowledge to improve NER. Their
method retrieves the corresponding Wikipedia entry for each candidate word sequence by
comparing the word sequence with Wikipedia article title. The candidate word sequences
are all sequences of no more than eight words that start with a word containing at least one
capitalized letter.
Then they perform POS tagging and noun phrase chunking on the �rst sentence of the

article. The last word in a noun phrase after the �rst �is�, �was�, �are� or �were� in the
sentence was extracted. In case of the �rst noun phrase �nishing with �one�, �kind�, �sort� or

http://gate.ac.uk
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�type� or with �name� followed by �of�, they used a second noun phrase. It follows from the
statistics on the occurrence of individual patterns given in the paper that the signi�cance of
skipping �kind�, �sort� and �type� is negligible, with only 56 cases (altogether) out of 23,885
successful extractions.
The extracted noun can be considered as a hypernym for the candidate and is used as a

feature in a Conditional-Random-Fields(CRF)-based named entity tagger.
The authors do not report on the number of correct and incorrect hypernyms and conclude

that while they achieved an improvement on the NER task by using the extracted hypernyms
as features of Conditional-Random-Fields (CRF) NER tagger, they believe that the hypernyms
extracted from Wikipedia are too �ne-grained for the classical NER task.8 The authors
conjecture that a higher impact can be achieved if the extracted hypernyms, called categories
in [KT07], are used in a �ne-grained NE task (such as the one proposed by [SSN02]).

Supervised learning

Paper [LLM11] presents an algorithm for extraction of hypernyms from Wikipedia with se-
quential supervised learning approach that combines syntactic and lexico-semantic informa-
tion. As a learning data, they used 70.000 entries automatically annotated from Wikipedia.
Their results con�rm the very good performance of hand-built lexico-syntactic patterns with
the supervised system surpassing the hand-built patterns only by a thin margin in terms of
F-measure (0.851 vs 0.918).

Discussion

The THD algorithm addresses some of the issues encountered in [KT07], particularly, we used
a more sophisticated extraction grammar, the search for a corresponding Wikipedia article
involved also the article's popularity ranking and text, relaxed the requirement for strict match
between the article title and the named entity name by utilizing string similarity functions,
increased the scope of extraction from the �rst sentence to the lead (introductory) section of
the article and as candidate word sequences we used noun phrases. Another di�erence is that
the extracted hypernym is used in a WordNet-similarity-measure-based classi�er not a CRF
tagger.

3.2.4. Statistical Approaches

While purely statistical approaches such as Latent Semantic Indexing [Dee88] are prevalent in
other �elds of natural language processing, until recently they were only suitable for discovering
symmetrical relations between words. The closest task to hypernym discovery mentioned
in the seminal text book on statistical natural language processing [MS92] is unsupervised
disambiguation, in which k meanings of a term are determined automatically. This approach
di�ers in that meaning is not represented by a single word (term) but by a context. Recent
research [BDMP06] introduced one of the �rst statistical methods for hypernym discovery.
Their work utilizes Principal Component Analysis for discovering term taxonomies (hierarchies
of hypernyms).

8I.e. classi�cation to PERSON, LOCATION, ORGANIZATION and MISCELLANEOUS categories.



100 Chapter 3. Related Work

3.3. Wikipedia-based Word Similarity Computation

There is a quickly increasing body of research exploiting Wikipedia for various NLP tasks. One
of the closest approaches to the BOA entity classi�cation proposed in Chapter 5 constitute
the systems WikiRelate! [SP06] and Explicit Semantic Analysis (ESA) [GM07]. The purpose
of this section is not only to introduce the related approaches but also to compare them with
the ones devised within this dissertation.

3.3.1. WikiRelate!

Given a pair of words w1 and w2, WikiRelate! searches for Wikipedia articles p1 and p2 that
respectively contain w1 and w2 in their titles. Subsequently, the system extracts the categories
these pages belong to and compute the relatedness based on pages extracted and the paths
between the categories in the Wikipedia category taxonomy [SP06].

Semantic Relatedness

The authors of WikiRelate! implemented multiple existing semantic relatedness measures in
order to see which of the measures would be best performing. All of the measures selected
were traditionally used with WordNet as a knowledge source, the authors' contribution was
to propose how to adapt these measures for use with Wikipedia.

• Edge-based Measures: Path, Leacock&Chodorow andWu&Palmer measures (Subs. 4.2.1)
computed over a taxonomy created from article categories.

• Information Content-based Measures: a variation of the Resnik measure (Subs. 4.2.2),
which uses intrinsic information content (Subs. 4.2.4) computed fromWikipedia category
hierarchy.

• Content-based Measures: computed over texts of p1 and p2 with a derivation of the Ex-
tended Lesk Overlap (Subs. 4.2.3) algorithm applied on a) �rst paragraphs of Wikipedia
articles (gloss) and b) the entire text of Wikipedia articles (text).

Disambiguation

The system also performs disambiguation by choosing an approach which maximizes relat-
edness. The disambiguation is performed only if a Wikipedia search yields a disambiguation
page. If a disambiguation page for w1 is hit (lets call this disambiguation page p′1), they �rst
get all the hyperlinks in the page p′′2 obtained by querying for w2 without disambiguating.
The word w2 and all the anchor text of internal links from p′′2 is purpose-tokenized and stored
into lexical association list L. If a link contained in p′1 shares a token with L, it is selected and
its target page becomes p1. If there is no match, the �rst link in p′1 becomes p1.

Results

Experiments were performed with all of the measures on Wikipedia and WordNet as a knowl-
edge source. The largest dataset was the WordSim353 dataset (see Subs. 6.1.5). The per-
formance was measured with Pearson product-moment correlation coe�cient between the
relatedness measure scores and the corresponding human judgments.
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The best result using a single measure was obtained withWikipedia using the Leacock&Chodorow
measure (0.48). An SVM trained with the results of all measures applied both on WordNet
and Wikipedia achieved an 0.59 on a test part of the WordSim353 dataset.

Discussion

The worst result achieved with the WikiRelate! method was with Extended Lesk Overlap over
Wikipedia (0.19 with full-text and 0.20 with glosses). This result suggests that the hyperlink
structure of Wikipedia is essential for the WSC task. On the other hand, it was shown in
[MW08] that relying purely on the hyperlink structure and disregarding the category hierarchy
and textual content, it is possible to achieve 0.69 correlation on WordSimilarity-353.
The primary source of information for WikiRelate! is the membership of articles into cat-

egories. This information is also exploited, albeit di�erently, in our BOA algorithm through
the Category modality.

3.3.2. Wikipedia Link Measure

Milne and Witten [MW08] proposed an approach that uses the link structure of Wikipedia
rather than its category hierarchy or textual content. The method uses anchor text to identify
candidate articles for query terms. An example for two entities is given by Fig. 3.1. A public
implementation of the Wikipedia Link Measure is available in the WikipediaMiner toolkit
[Mil09].

Figure 3.1.: Obtaining semantic relatedness between Automobile and Global Warming through
Wikipedia Links. Source: [MW08].

Semantic Relatedness

Once the two input query terms are mapped to Wikipedia articles a and b, the relatedness is
derived from the similarity of these two articles. The authors experimented with two ways of
representing article content.
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Text Corpus Thesaurus Wikipedia Web
text LSA WordNet Roget Wikirelate! ESA WLM SUP

accuracy 0.19 0.56 0.35 0.55 0.48 0.75 0.69 0.78

Table 3.1.: Results for various algorithms on WordSim353 adapted from [MW08, GM07]. The
best result for each algorithm. The text refers to Wikipedia article text, LSA
[FGM+02], WordNet [Jar03], Roget [Jar03], WikiRelate! [SP06], ESA [GM07],
WLM [MW08], SUP � supervised combination of several systems [AAH+09].

The �rst attempt to de�ne Wikipedia Link Measure (WLM) draws from the TF-IDF vector
space model. The key di�erence is that the authors measure the cosine similarity between
vectors of links in a and b. The link counts are weighted by the probability of each link
occurring. With s being the source article, t the target article, W the set of all articles in
Wikipedia and T the set of all articles that link to t, then the weight of the link from s to t
is expressed in the Eq. (3.1).

w(s→ t) =

{
log( |W ||T | ) if s ∈ T,
0 otherwise.

(3.1)

It follows from Eq. (3.1) that links are considered less signi�cant if many other articles link to
the same target. The authors give the following example [MW08]: �The fact that two articles
both link to science is much less signi�cant than if they both link to a speci�c topic such as
atmospheric thermodynamics.�
The second attempt, given in Eq. (3.2), is here based on an adaptation of the Google

Distance [CV07]. While the original name of the distance measure comes from the use of
the Google search engine to retrieve pages containing the terms of interest, this measure is
based on Wikipedia's links rather than on Google search result. Expanding on the notation
introduced earlier, A denotes the set of articles that link to a and B denotes the set of articles
that link to B:

sr(a, b) =
log(max(|A|, |B|))− log(|A ∩B|)
log(|W |)− log(min(|A|, |B|))

. (3.2)

Disambiguation

Since there might be multiple matching candidate articles for given query term, the method
involves a disambiguation step. The disambiguation is performed either using the most fre-
quent sense assumption, or using one word to disambiguate the other as in the WikiRelate!
method (refer to Subs. 3.3.1).

Results

This method seems to o�er the best balance between the complexity of the approach, its
computational demands and results on the WordSim353 collection. With the best performing
setup, which is an average of the TF-IDF and the Google Distance inspired weighting scheme,
the method achieves 0.69 accuracy. A comparison of the results with other approaches is given
by Table 3.1.
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Discussion

The fact that the method works only with the link structure, as compared to full texts of
Wikipedia articles, has several positive e�ects. It decreases the preprocessing time and also
the time required to compute the similarity at query time, since the link vector representing
a particular page will be extremely sparse. The sparsity of the link vector may also be a
disadvantage. Example 3.1 illustrates this on comparing links to textual content as a way to
measure the similarity between articles �Burkholderia phymatum� and �Carex preussii� (both
species). These two articles were randomly selected from the sample of Wikipedia articles
used for a di�erent purpose in [KCN+08b].
For the WordSim353 collection, the link sparsity issue raised in Example 3.1 is not sig-

ni�cant: the entities contained in this dataset are mostly covered with elaborate Wikipedia
articles with many links.

Example 3.1 (Link and text similarity on short Wikipedia articles).

Article 1: Burkholderia phymatum

Fulltext : Burkholderia phymatum is a species of proteobacteria, which is capable of symbiotic
nitrogen �xation with the legume Machaerium lunatum [1].
1. Vandamme P, Goris J, Chen WM, De Vos P, Willems A (December 2002). "Burkholderia

tuberum sp. Nov. And Burkholderia phymatum sp. Nov., nodulate the roots of tropical
legumes". Systematic and applied microbiology 25 (4): 507�12. PMID
Links: proteobacteria, nitrogen �xation, legume, PMID (pubmed ID)

Article 2: Carex preussii

Fulltext : Carex preussii is a species of plant in the Cyperaceae family. It is endemic to
Cameroon. Its natural habitat is subtropical or tropical dry forests. It is threatened by
habitat loss. M. & Cable, S. 2000. Carex preussii. 2006 IUCN Red List of Threatened
Species. Downloaded on 21 August 2007.
Links: plant, Cyperaceae, endemic, Cameroon, habitat, forests, habitat loss,

Discussion

Fulltext : words in common (excluding-stop words): species
Links: The two articles have no links in common, with the shortest path between the two
articles: Burkholderia phymatum -> proteobacteria -> bacteria -> cyanobacteria -> plant.

The links between articles are also exploited in our BOA algorithm through the in-link
and out-link modalities. In BOA, the link is not used directly as a component of the vector
describing the entity, but it is expanded to the full text of the article it is pointing at in the
case of an out-link, or emerging from in the case of an in-link. For less proli�c entities, we
hypothesize that the number of links can drop under a �critical number� with the link vector
becoming too sparse. We hypothesize that the textual content contains more information,
at least for a human, to correctly judge relatedness of two articles for a substantially higher
number of articles than only the links.

3.3.3. Explicit Semantic Analysis

In the ESA method [GM07], the input text T is represented as a TF-IDF term vector. For
each word wi in the input text the method uses an inverted index to retrieve Wikipedia articles
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c1, . . . , cn containing wi. The semantic relatedness of the word wi with concept cj is computed
such that the strength of association between wi and cj is multiplied with the TF-IDF weight
of wi in T . A schematic overview of the algorithm is given by Fig. 3.2. The relatedness score
for any two documents is determined by computing the cosine similarity between the vectors
of document-concept semantic relatedness.
ESA has a number of a follow-up papers describing particularly its applications in various

areas of information retrieval, including cross-language information retrieval (refer to [GAS11]
for an overview).

Figure 3.2.: Semantic Interpreter in ESA. Source: [GM07].

Results

The ESA method was evaluated on two tasks � individual word relatedness and document
relatedness. The former task is of high relevance to the entity classi�cation task. The result
for ESA is 0.75 correlation with humans. This result, as the paper [GM07] reports, surpasses
previous results including WordNet [Jar03], Latent Semantic Analysis [FGM+02] and WikiRe-
late! [SP06]. Better result than achieved by ESA was by [AAH+09] who achieved 0.78, but
using a supervised combination of several systems. The evaluation dataset for all experiments
was the WordSimilarity-353 collection [FGM+02]. For comparison with additional approaches
refer to Table 3.1.
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Discussion

ESA is more similar to the BOA entity classi�er introduced in Chapter 2 than WikiRelate!,
because it represents an entity by multiple articles from Wikipedia. However, the di�erence
between BOA and ESA is in the way how these additional pages are identi�ed: ESA searches
the word in inverted index largely disregarding the hyperlink structure.
Another di�erence is in the way the semantic relatedness is assessed, while both methods use

cosine similarity, BOA uses pruned9 term-weight vectors, while ESA uses shorter document-
concept semantic relatedness vectors. Shorter term vectors favour fast evaluation.
There is an interesting point related to dimensionality of the vector space used by ESA.

ESA does not use the high-dimensional textual content directly, but uses it to project the
article to the �high dimensional� [GM07] space of concepts � Wikipedia articles. However,
this does not mean that the dimensionality of the output space is lower than for BOA or other
vector-space model algorithms, for which dimensions correspond to words. For example, there
are 5.5 million Wikipedia articles in the Wikipedia snapshot used in our experiments, which
corresponds to the maximum number of dimensions in ESA. It is not reported in [GM07] what
was the actual dimensionality of the space used in their WordSim353 experiments.
The results of ESA can be prospectively further improved, if it is combined with intensive

exploitation of the hyperlink structure and categories. As was shown in Subs. 3.3.1 hyperlinks
and methods using the category structure outperfom text-based methods. In this context,
paper [GAS11] presents some criticism relating to the use of ESA on document collections
with wide topic range such as Wikipedia. The homonyms from di�erent topics may introduce
noise and distortions, the following example is given in [GAS11]:

�For instance, the term �capital� has several meanings (capital city, �nancial capital,
capital letters or top part of a column). At a semantic level the meanings of this
term are individually correlated with di�erent other terms. At a syntactical level the
semantic di�erences are lost and the correlations of all meanings with, for instance,
the term �government�, get blurred.�

The weights in the concept vector of an entity in ESA are derived from Wikipedia articles
related to words in the text of the entity article. The strength of this relationship is in�uenced
by co-occurrences of words in the two articles. The WordNet-based term-weight vector pro-
posed within the BOA algorithm is based on a similar idea � idea of a semantic relationship
between vector components and the entity. However, the vector components are words, not
articles, and the semantic relationship between the word and the entity is determined from
WordNet. It could be said that ESA uses statistical techniques (speci�cally term correlation
according to [GAS11]), while the BOA WordNet term-weight vector relies on expertly-coded
relationships between words in the WordNet thesaurus. The di�erent source of the semantic
information gives an outlook for successful fusion of these two techniques in the future.
Paper [GM07] does not give enough details for veri�cation of the results on a di�erent

Wikipedia snapshot and the authors have not released a public ESA implementation as a
companion to their 2007 paper (also critically noted by [MW08]). An open C# implementation
from a third party is though available [Jac07].

9optionally, refer to 2.3.2
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3.4. Named Entity Recognition and Disambiguation

There is a large body of work on entity disambiguation, however only a limited number of
algorithms exploit Wikipedia as its primary resource. A work of [BP06] is interesting in that
it uses Wikipedia to generate a dictionary of named entities.
One of the most relevant of such approaches is presented in the paper entitled System for

large-scale named entity disambiguation based on Wikipedia [Cuc07]. Below, it is described
and compared to the disambiguation algorithm proposed in Sec. 2.4. Another relevant piece
of work falling into this category is the system of [KT07], which was already introduced in
Subs. 3.2.3.

3.4.1. Large-scale Named Entity Disambiguation Based On Wikipedia

The paper [Cuc07] uses Wikipedia as the main resource to perform name entity classi�ca-
tion. The system tries to identify entities using four sources of information: titles of entity
pages, titles of redirecting pages, disambiguation pages and references to entity pages in other
Wikipedia articles. The mentions of entities in the text are called surface-forms, while we call
them noun phrases in this dissertation. The system then tries to map each surface form to
the corresponding entity article, which is a Wikipedia article focused on a single entity.

Candidate Selection

Wikipedia entity articles that have a surface form matching the disambiguated surface form
are considered as candidates. Entity surface forms are created from the titles of entity pages,
titles of redirecting pages and the references to entity pages in other Wikipedia articles.

Candidate Representation

For each candidate, an entity vector of contexts and categories is created. The context compo-
nent contains articles to which the candidate entity article links from the �rst paragraph and
articles for which the corresponding pages refer back to the candidate entity. The categories
component contains category tags that are either directly assigned to the article or extracted
from Wikipedia list pages it appears on.
The entity vector for a candidate entity is a 0-1 vector of length M+N, where M is the

number of known contexts and N the number of known category tags. The role of the entity
vector is similar to that of the BOA vector. However, the elements of the BOA vector are
term weights, while the elements of the entity vector are binary values: 1 if category/context
does appear for the candidate and 0 otherwise.

Discussion

In our approach, we match candidate articles by full-text search in Wikipedia, which uses a
number of in-links as one of the parameters. The advantage of this approach is that it ranks
�rst the (likely) most frequent of the candidate entities.
The way articles are selected for the context component re�ects the experiments of the

authors of [Cuc07] with broader inclusion strategy (e.g. all linked articles), which yielded
worse result. In contrast, the recursive de�nition of BOA uses the broader inclusion strategy
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and in addition to it, articles that are not directly linked with the candidate entity can be
involved.
The argument is that an additional article might contribute a valuable information to the

bag in terms of words contextually related with the entity provided it is possible to remove
su�cient amount of the noise constituted by the unrelated words. The BOA approach aims
to tackle the noise problem particularly through the use of WordNet similarity-based �ltering
and/or by using only the most frequently used words as described in Subs. 2.6.3.
The dominating e�ect of frequently occurring words shared by many articles, which survived

through term selection, can be mitigated by the use of IDF in the term-weighting function.
The disambiguation in [Cuc07] is performed in the following way. A disambiguated docu-

ment is represented with a document vector, which aggregates all possible entity disambigua-
tions (their contexts and categories) of each surface form appearing in the document. This
document vector is subsequently compared with entity vector of each possible entity disam-
biguation and the assignment of entities to surface forms that maximizes the similarity of the
vectors is selected.
In Chapter 2 we suggest to use a more subtle representation against which candidate entities

are compared to than the aggregate of all possible senses in the document vector is. In our
approach, the candidate entity is compared with several clusters that are intended to group
entities of like meaning. The number of necessary comparisons is alleviated by the initialization
of sense assignment to the most frequent sense and by attempting to change the sense only
for entities that do not �t well any cluster.
Unfortunately, it is not possible to compare the result of our algorithm and that proposed by

[Cuc07] because [Cuc07] does not give results on a standard dataset nor is the implementation
publicly available.

3.5. Document Classi�cation

The de-facto standard for document representation in the document classi�cation task is the
word-based vector (Bag of Words, or BOW), where each dimension is associated with a term
of the dictionary containing all the words that appear in the corpus. The feature weights are
typically term frequency values in a given document.
The BOA approach represents both the entity and the candidate class entities as the centroid

vector of the Wikipedia articles using BOW with the di�erence that the individual word
weights are a weighted average of weights in multiple documents included in the bag. The
BOA task can thus be viewed as a document classi�cation problem if we abstract away from
the problem of selecting correct articles to the bag and the process of aggregating the BOW
of individual documents.
Book [CST00] de�nes the BOW approach as follows:

φ : d→ φ(d) = (tf(t1, d), tf(t2, d), . . . , tf(tD, d)) ∈ RD, (3.3)

where tf(ti, d) denotes the term frequency of the term ti in document d, and D is the number
of terms in the Dictionary.
There is a large body of work on document classi�cation and it would be a futile work to

even try to summarize it. After introducing the Rocchio classi�er, the basic generic document
classi�cation technique, this section will focus on selected Wikipedia-based approaches to doc-
ument classi�cation. One of the most commonly criticized aspects of the BOW representation
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is its inability to capture word relatedness. The Wikipedia based approaches use the hyperlink
structure between Wikipedia documents to extract additional information about relatedness
of concepts described by the article. The hyperlink structure was unaccounted for in older
document categorization/classi�cation research.

3.5.1. Rocchio Classi�er

The Rocchio classi�er [MRS08] is one of the simplest classi�ers working on top of the BOW
representation. This algorithm was originally proposed by Rocchio in 1971 [Roc71] for rele-
vance feedback, but was later adapted for text categorization.
Rocchio classi�er assigns documents (unlabeled instances) to one of the target classes �

document categories. It is a supervised classi�er. Input for the training phase is a set of
documents for each target class C. The output of the training phase is a centroid for each
category (refer to Alg. 11).
The test phase comprises simply of assigning the test document to the closest centroid (refer

to Alg. 12). The documents ~d in both training and test phase are vectors of word weights.

Algorithm 11 Rocchio classi�er � TRAIN
Input: C � set of J target classes, each class assigned a set of training documents
Output: classifier � a set of centroids
for all cj ∈ C do

Dj :={~d : documents in class cj}
~yj := 1

|Dj |
∑

~d∈Dj

~d

end for

return classifier:= ~y1, . . . , ~yJ .

Algorithm 12 Rocchio classi�er � TEST

Input: classifier = ~y1, . . . , ~yj , . . . , ~yJ � learned classi�er, ~d � test document
Output: class � a class label for ~d
return arg minj |~yj − ~d|

Some sources note (e.g. [Joa97]) that there are three design choices when implementing this
algorithm:

• word weighting method,

• document length normalization,

• similarity measure.

Note that the Alg. 11 and Alg. 12 were adapted from the authoritative textbook [MRS08],
which already made speci�c choices as concerns document length normalization and the sim-
ilarity measure (Euclidean).
According to [Joa97] the most straightforward adaptation of the Rocchio algorithm to text

categorization for domains with more than two categories is a con�guration with TF-IDF for
word weighting method and cosine similarity. Additionally, this adaptation supports negative
instances. The prototype vector is then computed as:



3.5. Document Classi�cation 109

~yj = α
1

|Dj |
∑
d∈Dj

~d

|~d|
− β 1

D −Dj

∑
~d∈D−Dj

~d

|~d|
, (3.4)

where α and β are parameters that express the weight of positive and negative training
instances, D is a set of all documents involved in training, Dj the set of documents assigned
to class j and |~d| expresses Euclidean length of vector ~d.

3.5.2. BOW Enrichment

Paper [WHZ+07] shows a system for extending the BOW representation with background
knowledge extracted from Wikipedia.
The basis of their approach is a thesaurus covering the hyponymy, hypernymy, associative

and synonymy relations. Once the thesaurus is available, the terms in the document are
mapped to concepts in the thesaurus and the neighborhood of the concept is added to the
document's BOW representation.

Building the Thesaurus

The titles of (non-redirect) Wikipedia articles constitute the descriptor terms in the thesaurus,
while the non-descriptor terms � the synonyms � are retrieved from redirect pages. This covers
also abbreviations and common misspellings. The hyponyms are the names of subcategories
of the categories the article belongs to. Disambiguation pages are used to identify polyse-
mous concepts. The hypernyms are the names of the categories the article belongs to. Both
hyponyms and hypernyms can be retrieved to multiple levels. The associative relations are
selected from the articles to which hyperlinks on the page point at based on the combination
of its relevance to the original article, which is computed as a combination of the following
three measures: content, out-link category and path distance.
Assuming A is the original article and BA = {B1, . . . , Bi, . . . , Bn} be the set of Wikipedia

articles that are targets of hyperlinks from A, these measures are de�ned as follows:

• The content measure SBOW (A,Bi) uses cosine similarity to compute the relatedness
between TF-IDF BOW representations of the articles A and Bi.

• The out-link category measure SOLC(A,Bi) uses cosine similarity to compute the relat-
edness between A and Bi, both represented with a vector of the categories the respective
article belongs to.

• The path distance Dcat(A,Bi) between A and Bi is measured as the shortest path con-
necting the categories the respective article belongs to normalized by the depth D of the
taxonomy:

Dcat(c1, c2) =
length(c1, c2)

D
. (3.5)

The �nal similarity between A and Bi is computed using the following formula:

Soverall(A,Bi) = δ1SBOW (A,Bi) + δ2SOLC(A,Bi) + (1− δ1 − δ2)(1−Dcat(A,Bi)) (3.6)

Here, δ1, δ2 ∈ (0, 1) are weighting constants. The paper suggests a procedure for experimen-
tally setting the values of the �rst three parameters based on training data. The concepts
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represented by articles in BA that have the associated Soverall(A,Bi) score above a prede�ned
threshold are added into the associative relation with A into the thesaurus.

Extending the BOW

For the feature enrichment process, the original document is processed. Term sequences are
extracted from the document, and then matched with thesaurus concepts (Wikipedia article
titles). The words in the concept name need not follow in the document in the immediate
sequence, they however need to appear within a certain window. The window size decreases
with the length of the concept name in terms of the number of tokens. The candidate concepts
subsumed by another candidate concepts are removed.
The (disambiguated) concept appearing in the document is called a candidate concept. The

candidate concept and its related concepts (synonyms, hyponyms and associated concepts) are
added to the document. The resulting BOW representation of the document is

φ(d) = (〈terms〉, 〈candidate concepts〉, 〈related concepts〉). (3.7)

Disambiguation

If the concept is polysemous, disambiguation is applied. There are two disambiguation tech-
niques: disambiguation with text similarity and disambiguation with context.
In the disambiguation with text, the article describing each of the applicable concepts is

described using TF-IDF BOW and compared with the TF-IDF BOW representation of the
document. The concept with the highest similarity is selected.
The disambiguation with context is based on paper [ARG95] and adapted to Wikipedia.

The disambiguation works on a sentence scope. Within the sentence, the non-polysemous
concepts are used to resolve the polysemous concepts.
For a polysemous concept ci, its distance to each of the non-polysemous concepts in the

sentence cj is computed using the following formula:

Dconc(ci, cj) =


1 if ci is a synonym of cj ,

1 if ci is an associated concept of cj ,

Dcat(ci, cj) otherwise,

(3.8)

where category distance is de�ned by Eq. (3.5). The disambiguation algorithm (Alg. 13)
computes the average distance distaverage of each sense of the polysemous concept and all
non-polysemous senses within the sentence. The sense with the smallest distance is returned.
If there are no non-polysemous concepts, the text similarity is used instead.

Discussion

The disambiguation algorithm used in our BOA classi�er can be perceived as a mixture of
the text- and context- based classi�ers of [WHZ+07]. Since our basic measure of similarity is
based on text, not on the category information as in the context- based classi�er, the same
approach can be applied to all entities.
The context disambiguation algorithm of [WHZ+07] reacts to context drift by limiting the

scope of disambiguation to a sentence level assuming that entities within one sentence will be
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Algorithm 13 Context Disambiguation algorithm
Input: m disambiguations of a polysemous candidate concept cp: 〈cp1, . . . , c

p
m〉,

n non-polysemous candidate concepts c = 〈c1, . . . , cn〉
Output: disambiguation cj , where 1 ≤ j ≤ m

if n = 0 then
return ∅

else

for j=1 to m do

distaverage[j] =
∑n

i=1 Dconc(cpj ,ci)

n
end for

return arg minj distaverage[j]
end if

contextually related. In contrast, the BOA disambiguation algorithm performs disambiguation
on a global context of all entities. The fact that there will be multiple contexts present in the
input text fragment is taken into account through entity clustering.
This approach has, at least conceptually, two advantages. First, the disambiguation starts

at the most frequent sense baseline, which was not until recently never surpassed using unsu-
pervised algorithms [PDKM09]. Second, disambiguation can be performed even without any
non-polysemous concepts [WHZ+07].

3.5.3. Semantic Kernels

Using semantic kernels for text classi�cation using Wikipedia [WD08] is an extension of the
approach introduced in paper [WHZ+07], which was discussed in Subs. 3.5.2.

Document Representation

Paper [WD08] takes up the BOW representation from Eq. (3.7). It contains the two subvectors
with candidate concepts and related concepts in addition to terms. In this later work, the
authors suggest minor changes to the way φ(d) is created. Perhaps the most marked ones are:

• terms that were mapped to candidate concepts are excluded from the term subvector,

• word sense disambiguation is computed using text similarity,

• candidate concepts are searched using exact matching strategy.

Thesaurus

This method relies on a thesaurus built-from Wikipedia in a very similar manner to the one
introduced in Subs. 3.5.2. The main change is perhaps that the Soverall in Eq. (3.6) is used
not to prune the associative concepts, but in a later stage to �ll the proximity matrix.

Similarity Computation

The core of the di�erence between the work on semantic kernels [WD08] and their earlier work
[WHZ+07] is the transformation of the BOW document vector φ(d) to φ̃(d) = φ(d)S, where
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S is a semantic matrix. The corresponding vector space kernel takes the form:

k̃(d1, d2) = φ(d1)SSTφ(d2)T = φ̃(d1)φ̃(d2)T (3.9)

The semantic matrix S is de�ned as S = RP , where R is a diagonal matrix containing term
weights and P is a proximity matrix. The authors suggest to use Inverse Document Frequency
(IDF) for term weights in R. As a consequence, matrix R is already embedded in the weighting
matrix φ(d).
The proximity matrix P consists of four submatrices. The terms × terms matrix, the

concepts × concepts matrix, concepts × terms matrix and terms × concepts matrix.
The crucial submatrix is the concepts × concepts matrix, the values of entries in this sub-

matrix are de�ned as follows:

Pij =


1 if ci and cj are synonyms,

µ−depth if ci and cj are hyponyms,

Soverall if ci and cj are in an associative relations,

0 otherwise,

(3.10)

where Soverall is computed using Eq. (3.6). The constant µ was experimentally set to µ = 2,
and depth re�ects the number of �hops� between category of page of concept i and page of
concept j in Wikipedia. The minimum value is 1 (direct hyponym).
The concepts × terms and terms × concepts matrix are zero matrices (all elements zero).

The terms × terms is a diagonal matrix with ones on the main diagonal.
The bene�t of the semantic kernel approach is that the transformed document representation

φ̃(d) = φ(d)P is less sparse than the original φ(d), since φ̃(d) has nonzero entries for all
concepts that are semantically related to d.

3.6. Impact of Related Work

This section summarizes the in�uence of related work on our contribution. Sec. 3.1 described
the use of entity classi�cation in image caption analysis. From this area came the motivation
and subsequently inspiration for this dissertation. A vital part of our �rst attempt at the entity
classi�cation problem was the THD algorithm. This algorithm is an application of hypernym
discovery algorithms, these are reviewed in Sec. 3.2. Sec. 3.3 reviews Wikipedia-based WSC
algorithms; these are closely related to our second attempt, the BOA algorithm.
The WSC research presented in Sec. 3.3 evolved almost in parallel with this dissertation.

The �rst approach to compute semantic relatedness measures using Wikipedia was according
to [MW08] the Wikirelate! method, which appeared in the 2006 paper [SP06]. For com-
parison, the work on this dissertation started in 2007 with the �rst paper appearing in 2008
[KCN+08a]. We became aware of this line of research only in the writing up stage. It had
therefore no in�uence on the design of neither the BOA nor the SCM algorithms. However,
the standard dataset in the WSC area, the WordSim353 dataset, was used for the evaluation
of our algorithms.
There is hopefully also some positive impact of our ignorance of the Wikipedia-based WSC

algorithms. Our results are somewhat orthogonal to what was proposed in this area so far,
which gives opportunities for cross-fertilization in the future. The design of our algorithms
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was also in no way in�uenced by the rather speci�c composition of the WordSim353 test set.
One could suspect this might have happened for some other algorithms, where the motivation
to improve results over previously proposed algorithms on this dataset might have in�uenced
the design. The WordSim353 dataset contains almost exclusively proli�c words and no named
entities. In contrast, our aim is the general entity classi�cation task, where the entities might
be single nouns, noun phrases, or named entities.
Sec. 3.4 gave a brief overview of NER algorithms. We studied some representative ap-

proaches from this area before our algorithms were designed, and we concluded that the
general outline of a NER algorithm is not in principle suitable for the entity classi�cation
problem as we posed it. These algorithms require extensive number of training examples,
which is not in line with our �no training set from the user� design requirement. It should
be noted that this in fact follows from two other requirements: �follow the zeitgeist� and �ac-
cept user-de�ned set of target classes or no target classes at all� as stated in the introduction.
Sec. 3.5 discussed techniques used for document classi�cation. Rocchio classi�er is perhaps the
single most important piece of related work that in�uenced the design of our BOA classi�er.





4. WordNet as a Knowledge Source

WordNet is used in both SCM and BOA algorithms. It is central to SCM asWordNet similarity
measures are used to perform the entity classi�cation. In BOA its use is optional, but more
varied. It can be used as term-weighting function, as a positive term list and even as a
lemmatizer.
WordNet is a large English thesaurus that was created at the Princeton University [Fel98].

It covers nouns, verbs, adjectives and adverbs. Synonyms are grouped together into synsets.
There are 155,287 words (117,798 nouns, 11,529 verbs, 21,479 adjectives, 4,481 adverbs)
grouped into 117,659 sets of synonyms (synsets).1 For each synset there is a short dictionary
explanation available called a gloss. There are several types of relations captured between
synsets dependent on the type of the synset. These types are discussed in Subs. 4.1. The
main relationship used to impose a hierarchical structure over the thesaurus is the hyper-
nym-hyponym relationship. WordNet is an acclaimed lexical resource that is widely used in
the literature for word similarity and word disambiguation computations. The description
of the commonly used WordNet similarity measures is in Sec. 4.2; their implementations are
described in Sec. 4.3. An assessment of the use of WordNet in the SCM and BOA algorithm
is presented in Sec. 4.4.

4.1. Types of Relationships between WordNet Synsets

The types of relationships captured between nouns [Fel98]:2

• antonym: opposite of a word,

• hypernym: Y is a hypernym of X if every X is a kind of Y,

• hyponym: Y is a hyponym of X if every Y is a kind of X,

• holonym: Y is a holonym of X if X is a part of Y,

• meronym: Y is a meronym of X if Y is a part of X.

The types of relationships captured between verbs:

• antonym

• hypernym: the verb Y is a hypernym of the verb X if the activity X is a (kind of) Y,

• entailment: the verb Y is entailed by X if by doing X you must be doing Y.

The types of relationships captured for adjectives include:
1 WordNet 3.0. source: http://wordnet.princeton.edu/wordnet/man/wnstats.7WN.html [Retrieved on 11
June 2012]. The statistics for previous WordNet version do not di�er substantially.

2Or refer to the online documentation http://wordnet.princeton.edu/man/wninput.5WN.html
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• antonym opposite of a verb,

• pertainym (pertains to noun),

• similar to,

• participle of verb.

The types of relationship between adverbs:

• antonym,

• derived from adjective.

4.2. Similarity and Relatedness Computation

Various similarity measures using WordNet have been proposed. A solid overview of the
foundations of word and concept relatedness measures is given in [BH06]. The paper gives a
detailed overview of methods that are based on di�erent kinds of lexical resources (dictionary-
based approaches, Roget thesauri-based, WordNet-based) and then gives an in-detail compar-
ison of selected approaches, most of which are either directly developed for WordNet or at
least use WordNet. The explanation for the apparent preference for WordNet among word-
similarity researchers is that the noun network of WordNet was the �rst to be richly developed
[BH06]. The free availability of WordNet might have also played a role.
Paper [BH06] also clari�es the terms semantic relatedness, similarity and distance which

are often used interchangeably.

• semantic similarity uses the hypernym-hyponym relationship3 and the synonymy rela-
tionship,

• semantic relatedness is a more general concept than semantic similarity as it involves also
the antonymy, meronymy or any kind of functional relationship or frequent association,

• semantic distance is an inverse of semantic similarity.

The di�erence between semantic similarity and relatedness can be illustrated on the fol-
lowing example given by Resnik [Res95] and repeated by [BH06]: �Cars and gasoline would
seem to be more closely related than, say, cars and bicycles, but the latter pair are certainly
more similar.� Technically, in the similarity computation we are primarily interested in the
is-a relationship [RB89].
Abstracting away from semantic distance as an inverse of semantic similarity, both the

semantic similarity and relatedness tasks are relevant to the methods proposed in this paper.
In the SCM method presented in Chapter 1.1 the classi�cation task can also be cast as a (noun
phrase) similarity computation, since WordNet similarity measures are used. On the other
hand, while WordNet similarity computation is also used in BOA, it is used only for term
weighting; the BOA algorithm works on a statistical basis which provides too gross means to
di�erentiate between the di�erent kinds of relationships between words. As a consequence,
the output of the BOA algorithm is somewhere between the similarity and relatedness tasks.
3Although this is not directly stated in [BH06], the hypernym-hyponym follows from the examples given
there: bank-trust company.
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4.2.1. Edge-Based Models

Edge-based algorithms use the edges linking the synsets. There is a range of ways to extend
this basic principle, [JC97] gives the following list: depth of a node in the hierarchy, type of
link and strength of an edge of the link.

Path Measure

The baseline distance between A and B is provided by Rada [RB89], who proposes to use the
number of nodes between A and B on the shortest path connecting the two concepts c1 and
c2 [RB89] (cited according to [SP06]):

rada(c1, c2) = length(c1, c2). (4.1)

If used with WordNet, only hypernym-hyponym relationships tend to be considered [OSdCI11].
Although this is an old (published in 1989) and simple measure, experimental results indicate
it is superior to other measures in some tasks. For example, in the sentence similarity task
in [OSdCI11], the Path measure exceeds all other measures including Lesk, Lin, Jiang and
Conrath and Resnik, all described later in this section.

Wu & Palmer

The Path measure does not take into account neither the absolute position of the lowest
common subsumer (lso) of the concepts in the taxonomy, nor the relative distance of the
two concepts from the lowest common subsumer. In the Wu & Palmer proposal [WP94], the
concepts with a more speci�c lowest common subsumer are considered as more similar, and
the shorter the distance between the lso and either of the concepts, the higher the similarity.
The function depth(x, y) denotes the number of nodes on the path between node x and node
y, root refers to the root node. The measure is de�ned as:

wup =
2 depth(lso(c1, c2), root)

depth(c1, lso) + depth(c2, lso) + depth(lso(c1, c2), root)
. (4.2)

Wu & Palmer measure achieves its maximum similarity value 1, if c1 and c2 are equal.

Leacock & Chodorow

The Path measure does not take into account the depth of the taxonomy. This is corrected
by the measure proposed by Leacock & Chodorow in 1998 [LC98]:

lch(c1, c2) = −log length(c1, c2)

2D
, (4.3)

where D is the maximum depth of the taxonomy. If we assume the existence of a root node
connecting all WordNet hierarchies4 then Leacock & Chodorow measure gives the same (rela-
tive) results as the simpler and computationally more e�cient path measure, since taxonomy
depth D acts only as a scaling constant.

4Although not a part of WordNet, it is a common practice to insert a root node, for example Ted Pedersen's
WordnetSimilarity online demo at http://marimba.d.umn.edu/cgi-bin/similarity/similarity.cgi in-
serts root node by default.

http://marimba.d.umn.edu/cgi-bin/similarity/similarity.cgi
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4.2.2. Information Content-based Approach

This class of measures is distinguished by associating an additional �signi�cance� value with
each concept in the taxonomy.

Resnik measure

This approach was suggested by Resnik [Res95] and can be expressed using the following
formula:

simres(c1, c2) = IC(lso(c1, c2)) = −log p(lso(c1, c2)), (4.4)

where function lso returns the lowest common subsumer from the hierarchy and the value

IC(c) = −log(p(c)) (4.5)

is called Information Content (IC).
The value p(c) denotes the probability of encountering an instance of concept c, which is

estimated from frequencies from a large corpus:

p(c) =

∑
w∈W (c) count(w)

N
. (4.6)

The interpretation of this measure is following: the higher the lowest common subsumer of the
two terms in the hierarchy the lower their similarity. If it is the top node then their similarity
is 0. The values p(c) in the Resnik's experiments was computed from the Brown corpus,
which is a 1,000,000 word collection of texts across multiple genres [FK83] (cited according
to [Res95]). As an occurrence of a concept (noun) c Resnik counted not only the occurrences
of the word representing the concept but also of terms that were direct or indirect hyponyms
of concept in WordNet. This is expressed by function count(w). The set of all these nouns
is denoted as W (c), N denotes the total number of noun tokens in the corpus that are also
present in WordNet.
Other approaches to computing information content were also suggested. For example,

Pirro and Seco suggested Intrinsic Information Content, which is detailed in Subs. 4.2.4.
The Resnik similarity measure was criticized [BH06] for neglecting disambiguation, since

towards p(c) also terms unrelated to c can be counted, and for using the edges between
words only to identify direct and indirect hypernyms, disregarding other information such as
their distance counted by the number of edges. Another problem with this measure is that
the similarity of two identical concepts is not 1, but the information content of their lowest
common subsumer.

4.2.3. Gloss-Based models

WordNet synsets are described by free-text glosses. Intuitively, the semantic similarity of
synsets will be correlated with the textual similarity of glosses.

Lesk Algorithm

The Lesk algorithm [Les86] was proposed to address the Word Sense Disambiguation problem
by trying to select the correct combination of word senses through counting overlaps between
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dictionary de�nitions of their various senses. Selected is that sense of the target word, the
gloss of which has the most words in common with the glosses of the neighbouring words.
The original algorithm was tested on three machine readable dictionaries: Webster's 7th

Collegiate, the Collins English Dictionary and the Oxford Advanced Learner's Dictionary of
Current English; all three achieving comparable results. This notion was taken up by various
WordNet adaptations of the Lesk algorithm.

Extended Gloss Overlaps

The shortness of the dictionary de�nitions is the obvious shortcoming of the Lesk algorithm.
This can be addressed in WordNet by involving glosses of related synsets. This is the principle
of the Extended Gloss Overlaps measure proposed by Banerjee and Pedersen [BP03]. This idea
was taken one step further by [SP06], who adapted the Lesk measure for use with Wikipedia:
text overlap is computed from the �rst paragraph of the text of the pages (called gloss) and
full page texts. The approach of [SP06] is in greater detail discussed in Subs. 3.3.1.
Although the gloss-based measures are best-performing in some tasks (e.g. Word Sense

Disambiguation in [PBP05]), they are inferior to simpler measures in other tasks [OSdCI11].
The reasons given by [OSdCI11] are:

• Similarity of two identical words depends on the word, because all the senses associated
to each word are given. The authors give an example for the extended gloss overlap
measure, which gives a similarity of 703 to a pair of words �chicken� and �chicken�, but
similarity 2529 to the pair of words �dog� and �dog�.

• Gloss-based measures give di�erent similarity for synonyms, because words within the
same synset have di�erent associated glosses.

• Gloss-based measures allow for comparison of words that play role of di�erent parts of
speech. In the authors' experience, it is better to avoid this kind of comparison.

4.2.4. Hybrid Models

Jiang and Conrath

Jiang and Conrath combined the edge-based approach and information content based ap-
proach.
As link strength LS(ci, p) they use a negative logarithm of the conditional probability of

encountering an instance of the child concept ci given an instance of its parent concept p.
Substituting IC(c) with −log(p(c)) we obtain:

LS(ci, p) = −log
(
P (ci

⋂
p)

P (p)

)
= −log

(
P (ci)

P (p)

)
= IC(ci)− IC(p). (4.7)

The edge weight is derived from link strength and other factors such as node depth density
around the node, the number of children the node has and the link type.
The simpli�cation in Eq. (4.7) � replacing P (ci

⋂
p) with P (ci) is possible due to the follow-

ing observation made by Jiang and Conrath [JC97]: �In the case of the hierarchical structure,
where a concept in the hierarchy subsumes those lower in the hierarchy, this implies that P (c)
is monotonic as one moves up the hierarchy.�
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This assumption is re�ected in the way information content is computed. As an occurrence
of a concept c, not only the occurrences of the word representing the concept but also of terms
that were direct or indirect hyponyms of this noun in WordNet are counted. In contrast to the
approach used by Resnik, Jiang and Conrath used for their experiments a semantically tagged
corpus SemCor, which has words annotated with WordNet synsets (refer to Subs. 6.1.6).
The distance between two nodes is a sum of edge weights along the shortest path connecting

the two nodes. If we use link strength given by Eq. (4.7) as edge weight wt, then we get:

distJC(w1, w2) =
∑

c∈{path(c1,c2)−lso(c1,c2)}

wt(c, parent(c)) = IC(c1)+ IC(c2)−2IC(lso(c1, c2)).

(4.8)
The path is a set of all nodes on the path. Since words w1, w2 may have multiple senses
assigned, c1 = sen(w1) and c2 = sen(w2), where sen(w) denotes the set of possible senses for
word w. The function lso returns the lowest common subsumer (called lowest superordinate
by [JC97]) of its arguments as proposed by Resnik. The sum in Eq. (4.8) goes over all nodes
on the path except for lso.
Jiang&Conrath is a distance measure but can be transformed [PS08] to a similarity metric:

simJC(c1, c2) = 1− IC(c1) + IC(c2)− 2IC(lso(c1, c2))

2
. (4.9)

Lin Similarity Measure

This measure has been proposed by Lin [Lin98]. The measure is grounded in the Similarity
Theorem [Lin98]: �The similarity between A and B is measured by the ratio between the
amount of information needed to state the commonality of A and B and the information
needed to fully describe what A and B are.� Symbolically, Lin gives the Eq. (4.10):

sim(A,B) =
log p(common(A,B))

log p(description(A,B))
. (4.10)

For taxonomies such as WordNet, Lin concretized the formula by Eq. (4.11):

simlin(c1, c2) =
2 log p(lso(c1, c2))

log p(c1) + log p(c2)
. (4.11)

The function lso is de�ned in the same way as proposed by Resnik. The measure proposed
by Lin is generic and can be used also in non-taxonomical contexts.

Pirro and Seco

Pirro and Seco suggested a hybrid measure coming out of the feature-based theory of similarity
posed by Tversky [Tve77]. The details can be found in paper [PS08], for the purpose of this
dissertation, it is su�cient to show the �nal formula:

simP&S(c1, c2) =

{
3IC(lso(c1, c2))− IC(c1)− IC(c2) if c1 6= c2,

1 if c1 = c2.
(4.12)

Note that the Pirro and Seco similarity metric (in our opinion rather arti�cially) corrects
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the problem with the Resnik similarity measure not giving similarity of 1 when computing
the similarity between two identical concepts. Perhaps the most interesting aspect of the
Pirro and Seco similarity metric is the fact that they compute IC from WordNet rather than
from a standalone corpus. This Intrinsic Information Content is computed with the following
formula:

IC(c) = 1− log(hypo(c) + 1)

log(maxwn)
, (4.13)

where function hypo returns the number of hyponyms of a given concept c and the constant
maxwn expresses the total number of concepts in the WordNet noun taxonomy.
Computing IC values fromWordNet addresses the problems experienced when the values are

based on frequencies derived from a large unannotated corpus as in the Resnik experiments. In
that case, all word occurrences are counted towards the probability of the given concept even
if they are semantically unrelated given the context. While the Jiang and Conrath approach
alleviates this problem by involving a semantically tagged corpora, it runs into the cost of
producing a large enough semantically annotated corpus.
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4.3. Implementations

There are various implementations of WordNet Similarity measures described in Sec. 4.2. Both
systems proposed allow to use the JWordnetSim and JWSL libraries that are described in this
section. There are also (relatively few) other libraries that implement WordNet similarity
measures, such as the Java WordNet::Similarity developed by David Hope, which we do not
describe here.

4.3.1. JWordnetSim

The de facto standard library used for WordNet similarity computations is the Ted Peder-
sen's WordNet::Similarity. Since the coding language used to implement software for this
dissertation is Java, it is more convenient to use Java WordNet Similarity (JWordnetSim)
library,5 which was implemented by Mark A. Greenwood from the University of She�eld.
This convenience comes at a cost of support of a smaller number of measures. Namely, the
library JWordnetSim covers Jiang& Conrath [JC97] and Lin Measure [Lin98]. JWordnetSim
is implemented on top of the Java WordNet Library (JWNL).6

In the dissertation, we use this library in conjunction with WordNet 2.0. The library
relies on infocontent �les containing precomputed values of information content available
along with the Ted Pedersen's WordNet::Similarity library. There are multiple variants of
infocontent �les available depending on the corpus used (British National Corpus, Brown
corpus, Penn Treebank, SemCor, Shakespeare plays) and the computation method � refer to
the next paragraph. Stopword list containing 199 words was used. For the SemCor corpus,
two variants are available: with and without disambiguation (refer to Subs. 4.2.4).

IC Computation

The available computation methods are default and Resnik counting. In the default method,
if a word appears in the text, the score of each WordNet concept associated with the word
is incremented by 1. In the Resnik method, the increment is inversely proportional to the
number of concepts associated with the word, with the maximum being 1. For example, if
there are four concepts associated with a given word, the score of each of these concepts is
incremented by 0.25. The method is selected by choosing appropriate IC �le.

Dealing with Multiple Synsets

It is often the case that a word matches multiple synsets. The library o�ers two ways to deal
with this situation. There is the getSimilarity(Synset s1, Synset s2) method, which
computes similarity between speci�c synsets. This allows to apply the Most Frequent Sense
(MFS) assumption by preselecting the �rst sense for the word.
The second option is the getSimilarity(String w1, String w2) method which returns

the maximum similarity between the similarity maximizing combination of senses. We call
this Synset Similarity Maximization (SSM).

5http://nlp.shef.ac.uk/result/software.html [Retrieved on 11 June 2012]
6sourceforge.net/projects/jwordnet/

http://nlp.shef.ac.uk/result/software.html
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Example 4.1 (WordNet similarity computation example � MFS). Computing Lin similarity
between c1 �football� and c2 �football_player�.

First, using the MFS assumption, the library takes the �rst sense for both entities football.1
(the game) and football_player.1 (athlete). The lowest common subsumer of these terms is
the top-level concept entity.

The IC values are computed with Eq. (4.5) and Eq. (4.6).

IC(entity) = −log
(

5.147246482924497E7

5.147246482924497E7

)
= 0

IC(football_player) = −log
(

15131.818253968253

5.147246482924497E7

)
= 8.132

Since �entity� has the probability of occurrence 1, the associated information content value
is 0, and the resulting similarity is 0.

Although this may seem odd, this result is in line with the de�nition of semantic similarity
as given in Sec. 4.2.

Example 4.2 (WordNet similarity computation example � SSM). Continuation of Example 4.1
with the SSM strategy. A WordNet lookup shows that there are two senses available from c1

and just one sense for c2. We can therefore try also computing the similarity between football.2
and football_player.1 and then choose the most similar combination of senses.

The lowest common subsumer for football.2 and football_player.1 is synset for �physical
object�.

IC(football.1) = −log
(

7910.5

5.147246482924497E7

)
= 8.780

IC(football.2) = −log
(

2854.5

5.147246482924497E7

)
= 9.800

IC(object) = −log
(

14068537.1104029565

5.147246482924497E7

)
= 1.2971

Using these information content values, the similarity can be computed:

simlin(c1, c2) =
2 log p(lso(c1, c2))

log p(c1) + log p(c2)
=

2× 1.2971

9.800 + 8.132
= 0.144

Note that the number of occurrences of the concept in corpus (e.g. 7910.5 is the number of
occurrences of football.1) are not integers. This is due to the fact that Resnik counting was
used. The infocontent �le used was ic-bnc-resnik-add1.dat for WNet 2.0 (British National
Corpus, add1 smoothing, Resnik counting). The number of occurrences for entity relates to
the noun part of speech.

Additional example using the JWSL library is present in Sec. 4.3.3.
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Corpus Name missing covered Standard Deviation
British National Corpus 19 499 73 699 464 521
Brown corpus 49 871 43 327 4 800
Penn Treebank 55 374 37 824 903
SemCor 62 017 31 181 928
SemCor Raw 63 396 29 802 231

Table 4.1.: Statistics relating to various sources used for information content computation.
Source: computed from WordNet-InfoContent-2.0 �les, obtained from http://

www.d.umn.edu/~tpederse/Data/WordNet-InfoContent-2.0.tar.gz

Smoothing

If smoothing is performed, each concept starts with value 1. This ensures that even if there
are no matching words, the information content for the concept is still nonzero.
Table 4.1 provides some means of comparison between the corpora. For each corpus, we

have used the �le with default computation method and without smoothing. It is clear that
the British National Corpus (BNC) has the highest coverage with only 19,499 out of 93,198
synsets left uncovered. However, the standard deviation of the infocontent values for BNC
is two orders of magnitude higher than of the second largest Brown corpus. Interestingly, if
the synsets are ordered in a descending way, the �rst di�erences appear very close to the top
of the list. Comparing the British National Corpus (BNC), the largest one, with the Semcor
corpus, the only disambiguated one, the di�erences appear already on the 4th position. The
�rst common three synsets are entity, object and abstraction. The 4th one for BNC is the verb
act (synset 02296591), while for Semcor synset for living thing.

4.3.2. Performance

The JWordnetSim library is optimized for high performance computations. The library fea-
tures caching, i.e. if the same similarity value is requested twice, the second request is returned
a cached value.
The library is also accompanied by a utility generating a memory backed map fromWordNet,

which can then be used instead of a �le-based storage. The memory map requires about eleven
seconds to load (Intel i3 CPU, 7200 RPM disk drive), but the queries are then satis�ed in
signi�cantly shorter time. Using the same con�guration, the �le backed representation takes
approximately 0.009 seconds to compute similarity value in contrast to approximately 0.001
seconds for the map based representation.
Time required to retrieve a cached similarity is less than 0.001 second.

4.3.3. JWSL

The Java WordNet Similarity Library (JWSL) was developed by Pirro and Seco [PS08]. The
main di�erence between this and other WordNet libraries is the way information content values
are computed. They do not use corpora to compute information content measures but derive
them directly from WordNet. This tackles the problem of sparsity highlighted in the previous
Subs. 4.3.1, since in most corpora more than half of the WordNet synsets is left uncovered.

http://www.d.umn.edu/~tpederse/Data/WordNet-InfoContent-2.0.tar.gz
http://www.d.umn.edu/~tpederse/Data/WordNet-InfoContent-2.0.tar.gz
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Dealing with Multiple Synsets

If multiple synsets match the input string, this library supports the SSM strategy using
the getSimilarity function. It is also possible to specify a speci�c sense using function
getSenseSimilarity.

Example 4.3 (Dealing with multiple senses in WordNet). Computing Lin similarity between
�football� and �football_player�. JWSL creates the following queries from these terms: �foot-
ball.*� AND �football_player.*� and issues them against its Lucene-based index, retrieving
n = 2 hits for �football� (football.1 and football.2) and m = 1 hit for �football_player�. The
synset football.1 denotes football the game, while football.2 the ball used in American football.
The library then performs n ∗m = 2 Lin similarity computations.

The same formulas apply as in Example 4.1 with the di�erence that the IC values do
not come from corpus statistics. The library selects the similarity maximizing combination of
senses �football.2� and �football_player.1� with similarity 0.097.

Data Access

Technically, the library exploits a Lucene index to keep all the information content values,
WordNet is not required. The disadvantage of this piece of software is the licensing policy.
The library is not freely available and is provided by the authors upon written request.7

4.4. Use of WordNet in BOA and SCM

WordNet similarity measures are a basis of the SCM algorithm, which supports both JWord-
netSim and JWSL implementations.
Most WordNet measures presented in this chapter were evaluated on the Czech Traveler

dataset and the WordSim353 dataset. For details refer to Sec. 6.3 and 6.2 respectively, here
we summarize the key �ndings:

• The Synset Similarity Maximization strategy produces consistently better results that
the Most Frequent Sense strategy.

• What concerns the performance of individual measures, the best performing ones on
both datasets were Resnik and Lin.

• A combination of multiple measures produces a better result than any single measure.

• The di�erences between geometric and arithmetic average as an aggregator are negligible.

• The di�erences in performance of the JWordnetSim and JWSL implementations are
inconclusive, slightly better results are provided by the JWordnetSim library.

• On the WordSim353 dataset, the performance is poor in comparison with Wikipedia-
based WSC algorithms, including BOA.

7The version provided by the Giuseppe Pirro did contain the source code, which was critical since the code
had to be updated to Lucene 3 API in order to be able to work with the rest of the application. However,
the executables not the source code for recreating the index were provided.
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• On the Czech Traveler dataset, WordNet similarity measures surpass the BOA algorithm
by a large margin.

• The choice of the infocontent �le has negligible impact.

The results on the standard WordSim353 dataset do not stand comparison with Wikipedia-
based WSC algorithms. The BOA algorithm is a Wikipedia-based WSC algorithm, but it
allows to use WordNet similarity measure as a term-weighting function, as a positive term list
and a lemmatizer. Experiments presented in Sec. 6.4 indicate that the use of the WordNet-
based term-weighting function improves results on the WordSim353 dataset. Also, the use of
WordNet as a positive term list and lemmatizer has a positive impact on the results. With
the help of WordNet, the performance of the BOA algorithm gets closer to the state-of-the-art
ESA algorithm.
Surprisingly, the SCM algorithm (i.e. the existing WordNet similarity measures) beats the

BOA algorithm on the Czech Traveler dataset. Our conjecture is that this may be related
with the di�erent type of the tasks handled. In WordSim353, a similarity of two pairs of
words is compared. These two words typically fall into a similar category � both are well
known abstract words, and are mapped to comprehensive Wikipedia pages with good link
neighborhood.
In contrast, on the Czech Traveler dataset we compute a similarity between an abstract

concept, which is represented by several named entities, and a speci�c noun phrase in image
caption, often also a named entity. The named entities involved are mapped generally to
shorter Wikipedia pages with less rich neighborhood than entities in the WordSim353 dataset.
While BOA method relies on the availability of enough discriminatory textual content in
the entity article and the associated modalities, the two best performing WordNet similarity
measures are Resnik and Lin.
Lin measure requires the information content of the two entities and of their lowest common

subsumer. Resnik measure does not even require the former. These values are available for
all the entities. To derive the lowest common subsumer, only the hypernym relationship is
required. The performance of WordNet measures therefore does not depend on the �length of
the entity description�, once the entity is WordNet, all entities are �equal�. Another interrelated
factor is that SCM uses THD and head noun extraction to map named entities to WordNet,
this is required since the coverage of WordNet is limited. In contrast, BOA is able to map
the entities directly to Wikipedia. In the context of the rather general classes in the Czech
Traveler dataset this can be viewed as an disadvantage. For example, entity �Buje� is mapped
to WordNet concept �town�, while BOA uses the relatively short Wikipedia article �Buje� to
build the classi�er.



5. Wikipedia as a Knowledge Source

Wikipedia is a central resource for this dissertation. It is used as a corpus for rule based
NLP in the THD method within the SCM classi�er and it is used for statistical NLP in the
BOA classi�er. There is a growing amount of work dealing with extraction of various types of
knowledge from Wikipedia. Consider for example the Workshop on Wikipedia and Arti�cial
Intelligence which was held in 2008 and 2009 in conjunction with the AAAI conference. Among
the organizers of this workshop are NLP researchers including Evgeniy Gabrilovich, one of the
authors of ESA [GM07], the best performing word similarity algorithm to date.
In this chapter we focus only on the following two narrow areas: (1) targeted hypernym

discovery from Wikipedia entity pages, (2) mapping noun phrases to Wikipedia entity pages.
While area (1) is relevant for SCM, area (2) is important for both SCM and BOA. In contrast
to the previous two chapters, which were mainly summarizing existing work, the main method
in this chapter is experimental exploration of the selected topics. The reason for this is that
relevant work is not available.
This chapter is organized as follows. Sec. 5.1 examines the potential of using Wikipedia

for THD and motivates three experiments that should underpin the use of Wikipedia as a
knowledge source in the SCM and BOA algorithms. We begin with two experiments evaluating
the in�uence of article popularity on THD performance. While the experiment in Sec. 5.2
measures the popularity by links, the experiment in Sec. 5.3 measures the popularity by hits.
Sec. 5.4 takes a more qualitative look on THD performance by using a real-world dataset and
presenting a detailed analysis of the individual extraction results. This third experiment also
addresses the problem of mapping noun phrases to entity pages. Sec. 5.5 gives a summary of
experimental observations.

5.1. Motivation and Experimental Setup

WordNet is usually considered to be a gold-standard dataset for training and testing hypernym
discovery algorithms [SJN05]. Its structured nature and general coverage make it a good choice
for general disambiguation tasks. However, WordNet is less useful for dealing with named
entities; while some key named entities (names of countries, U.S. presidents) are covered, it is
out of the scope of the WordNet project to provide complete or even consistent named entity
coverage.
Various free-text corpora have been used to overcome the problem of WordNet sparsity.

State-of-the-art approaches based on mining patterns from text already achieve a higher F-
measure than WordNet, when human judgment is used as the ground truth. Interestingly,
Wikipedia as a free and comprehensive source of information plays a vital role in these e�orts;
one of the best results [SJN05] was achieved by extending the TREC corpus with articles from
Wikipedia.
In the scope of the targeted hypernym discovery, Kazama and Torisawa [KT07] were prob-

ably �rst to use THD-like algorithm on Wikipedia encyclopedia to improve the accuracy of
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a NER system. The authors noticed that Wikipedia contains many articles de�ning named
entities. For a given named entity extracted from text, the algorithm of [KT07] automati-
cally found a Wikipedia entry for this entity and applied lexico-syntactic patterns to extract
a hypernym from the �rst sentence of the article. TagChunk [DM05] was used to tag parts of
speech and noun phrases in the article text.
Our algorithm, which is in detail described in Sec. 1.3, performs nearly identical handling

of articles and their text and it relies basically on a similar set of assumptions as implicitly
imposed by [KT07]:

1. Wikipedia contains articles (entity pages1) on many commonly appearing entities,

2. entity pages tend to contain a hypernym for the entity described in the article,

3. a limited number of lexico-syntactic patterns can be used to extract the hypernym from
most articles,

4. the �rst match of the pattern in the article, or within its processed part (�rst sentence,
�rst paragraph, �rst section), is generally the best.

For the individual assumptions we can �nd certain grounding also in other algorithms that
mine Wikipedia article texts. For example [SP06] processes only the �rst paragraph of the
Wikipedia article. Paper [Cuc07] notes that �most articles in Wikipedia are associated to an
entity/concept�. In experiments conducted in this chapter We provide results that underpin
some of these points.

5.1.1. Wikipedia Manual of Style

Upon a manual inspection of hypernym discovery results on the Czech Traveler dataset we
observed, with a few exceptions, that the �rst match of an ideal Hearst pattern (refer to Subs
3.2) in the article provided an informative and speci�c hypernym. Indeed, we found the vast
majority of Wikipedia articles to open with clear de�nitions following the pattern �XYZ is a
... close hypernym.� Exceptions included cases such as �XYZ is a cross between a A and B�.
In this case, the word cross matches the lexico-syntactic pattern �XYZ is a ?� but cannot be
accepted as a useful hypernym for XYZ.
We consider this rigidity in opening sentences surprising. Such a clearness and uniformity

of articulation could be expected from an expert-created encyclopedia or thesaurus but not
from a resource collaboratively created by unpaid volunteers whose only training for the task
comes, in general, from reading the Wikipedia guidelines. The Wikipedia's Manual of Style2

has, indeed, a special section on �rst sentences, which instructs authors to

�put the article title as the subject of the �rst sentence�.

A special article on the lead (introductory) section3 states that:

[�rst paragraph] �needs to unambiguously de�ne the topic for the reader�.

1This term is introduced in [Cuc07] to denote �an article that contains information focused on one single
entity, such as a person, a place, or a work of art�.

2http://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style#First_sentences [Retrieved on 11 June
2012]

3http://en.wikipedia.org/wiki/Wikipedia:Lead_section [Retrieved on 11 June 2012]

http://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style#First_sentences
http://en.wikipedia.org/wiki/Wikipedia:Lead_section
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hypernym frequency # distinct hypernym frequency # distinct

country 2598 152 term 369 78
city 1436 284 form 344 40
name 1270 281 town 287 97
player 578 250 cricketer 276 97
day 564 131 adjective 260 6
month 554 15 golfer 229 88
club 537 167 world 221 24
surname 515 185 team 220 52
capital 454 79 organization 214 38
state 416 60 second 212 1

Table 5.1.: Top 20 extracted hypernyms from Wikipedia for entities appearing in CONLL'03
dataset in [KT07]

Remarkably, Wikipedia contributors seem to follow these guidelines and even exceed them
by refraining from the use of a more varied vocabulary when writing the opening de�nitions.
For example, instead of

�Diego Armando Maradona is a former Argentine football player �,

which is an opening sentence of Wikipedia article on Maradona as of the time of writing, the
article title could start e.g. by

�Diego Armando Maradona, a former Argentine football player, played in four ...�,

or even worse

�D.A. Maradona was a backbone of Argentine football...�.

The list of top 20 most frequently extracted words by Hearst-like lexico-syntactic patterns
reported in [KT07] is present in Table 5.1. The authors used word sequences extracted from
CONLL 2003 dataset and tried to map them to Wikipedia articles. If the mapping succeeded,
the word sequence was considered in our terminology an entity, and a category label was
extracted using a Hearst pattern (�is�, �was�, �are�, �were�). The last noun in the matching
noun phrase was used as the category and is presented in Table 5.1.

5.1.2. Experiment Setup

This subsection describes three experiments that were conducted within the scope of this
dissertation on Wikipedia.

Experiment 1 and 2

Experiment 1 and Experiment 2 explore if there is a correlation between the popularity of a
Wikipedia article and the successfulness of hypernym discovery from this article. The popular-
ity of Wikipedia articles can be measured in several ways. Experiment 1 takes the viewpoint
of Wikipedia contributors and uses the number of inbound links from other Wikipedia articles.
In turn, Experiment 2 takes the viewpoint of Wikipedia readers and uses the number of hits
the article receives as the measure of popularity.
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As a hypernym discovery algorithm we used our THD implementation described in Chapter
1. It should be noted that these choices were in�uenced by our previous work [CKN+08,
KCN+08a] (the latter presented in Chapter 1), which evaluated the usefulness of hypernyms
discovered from Wikipedia for image retrieval. These two experiments were published in our
paper [KCN+08b].

Experiment 3

When we consider applying Wikipedia-based THD or a BOA classi�er on a dataset, it is useful
to have some notion of the number of entities appearing in the dataset that we can expect
to have an entity page in Wikipedia. For Experiment 3, we extract entities from a real-world
dataset, and identify a subset of entities, which cannot be mapped to WordNet. Using this
�hard� dataset, two evaluations are made. First, entities are mapped to Wikipedia articles
and the correctness of the mapping is evaluated. Second, our THD implementation is used to
extract a hypernym for entities, where the mapping did not fail, at two time points � in 2008
and 2011. The THD result is then manually assessed.

5.2. Experiment 1: In�uence of Article Popularity (Links)

This experiment aimed to evaluate the in�uence of article popularity as measured by the
number of inbound links from Wikipedia articles on the performance of THD. The underlying
rationale is that the higher the number of linking articles, the higher the chance that other
contributors will intervene if an article does not comply with the guidelines or its opening
section is poorly/unclearly written.
Wikipedia MediaWiki Lucene Search Extension can use article popularity as measured by

the number of articles that link to it as one of the ranking factors in addition to text-based
relevance.4 However, since we are only interested in article popularity, we try to mitigate the
in�uence of text-based relevance by only involving articles whose title contains the entity for
which the hypernym is sought, assuming that the part of relevance coming from the textual
similarity between the article and the query is the same for all the retrieved articles (up to a
certain relevancy threshold). Manual inspection of the results showed that this technique was
e�ective and the relevance measure generally re�ected the relative popularity of the article
subject in our dataset.

5.2.1. Dataset and Ground-truth

As test hypernym queries we used the surnames of ten top-rated NHL goalkeepers: Nabokov,
Brodeur, Lundqvist, Luongo, Leclaire, Giguere, Miller, Bryzgalov, Turco and Kipruso�. We
already used this test set in our earlier work [CKN+08], where we found these words to provide
enough ambiguity, as each represents a surname of several important persons from di�erent
�elds, in addition to other meanings such as names of jobs, places or companies.
For each query, the �rst section of all returned articles from Wikipedia up to a relevancy

threshold of 50% was downloaded. Redirects were followed but disambiguation articles and
articles where the query term was not in the title were discarded. The resulting collection
contained 131 documents (articles).

4http://www.mediawiki.org/wiki/Extension:Lucene-search [Retrieved on 11 June 2012]

http://www.mediawiki.org/wiki/Extension:Lucene-search
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Figure 5.1.: Impact of article popularity on THD performance

Two human annotators annotated each of the documents. They were instructed to only
mark the �rst hypernym per document (as does the used THD algorithm) with respect to
the query, regardless of how much more general this hypernym would be than the query.
The annotation was not restricted to the context of ice hockey; hypernyms expressing all
conceivable meanings of the original query were considered. The annotators agreed on 96%
(126) of annotations, which formed the ground truth.

Results

The algorithm discovered 95 out of 126 hypernyms on which annotators agreed. Fig. 5.1
shows the distribution of the THD outcome depending on article popularity. The evaluation
approach follows the methodology taken by the GATE Annotation Di� tool [CMB+12]. If the
word marked as hypernym by the algorithm matched the ground truth then it was considered
as correct, an incorrect hypernym returned by the algorithm was counted as false positive
error, missing error was counted when the system did not discover an annotated hypernym.
We performed a statistical test to explore the signi�cance of association between the article

popularity (given by the respective relevance interval) and the successfulness of THD (1 for
correct hypernym discovered, 0 otherwise). The test used was one-sided Kendall's Tau B
[Mut99], which makes adjustment for ties and is also suitable for binary variables. A value
of zero indicates the absence of association, while -1 or 1 mark perfect negative/positive
association. Since the one-tailed Kendall's Tau B is equal to 0.1281 (p-value of 0.055), we
cannot reject the null hypothesis at a 5% signi�cance level that there is no correspondence
between article popularity (based on links) and the successfulness of hypernym discovery.
It should be noted that the experimental results may be a�ected by the narrow character

of the dataset and by the residual in�uence of article-query relevance. It may be worthwhile
to repeat the experiment on a larger dataset and use the number of in-links directly.

5.3. Experiment 2: In�uence of Article Popularity (Hits)

Another way of measuring the popularity of an article is the number of hits (views) it receives
from the general public. Again, since anyone can edit Wikipedia articles,5 the higher the
5abstracting away from the locked articles
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number of hits, the higher the chance that a random user would not only contribute with
new content or �x a factual error, but also intervene if the article would violate the Wikipedia
quality guidelines, the adherence to which is an important prerequisite for hypernym discovery.

5.3.1. Dataset and Ground-truth

This experiment was carried out with the sample of 100 articles describing named entities,
which were randomly selected using the Wikipedia's random article link. The ground truth
was established in a similar manner as in Experiment 1, but hypernyms were extracted for
the topic of the article and not for a query. Additionally, articles were only annotated by one
annotator.6 Article titles were used as queries for hypernym and the articles as the corpus.
Out of the 100 articles, 98 contained at least one correct hypernym.
For comparison regarding the size of the sample, study [SJN05] randomly selects 5,387

noun pairs from a free-text corpus out of which 5,122 noun pairs were annotated as unrelated
and the rest was split among 131 coordinate and 134 hypernym pairs with named entities
accounting for more than 60% of the labeled noun-hypernym pairs.

5.3.2. Results

The system failed to extract the correct hypernym from 14 articles:

• in 8 articles a Hearst-like pattern was not present,7

• in 6 articles a Hearst-like pattern was present but not matched by the grammar.

A detailed analysis of the results depending on entity type is depicted on Fig. 5.2. An encour-
aging result from the point of view of integration of THD with WordNet-based classi�ers like
SCM is that all the discovered hypernyms were mappable to WordNet with a disambiguation
accuracy of 87% for the most frequent sense synset.
We evaluated whether the inability of the system to extract a hypernym is dependent on

the number of hits each of the 100 articles obtained during a one-month period.8 The range of
hits was between 1 (for Kielpino Kartuskie) and 25.253 (for Dead Space (video game)), with
the median value being 237. The result of extraction was marked as either 1 (success) or 0
(all other cases). The di�erent kinds of error were alone too rare to be tested separately.
The test used was the same as in Experiment 1 � Kendall's Tau B. The value of the Kendall's

Tau B in Experiment 2 was -0.037 (p-value of 0.320). This result hints that there is not a
statistically signi�cant correspondence between article popularity (based on hits) and the
successfulness of hypernym discovery.

6Exp. 1 showed that annotations by two humans do not signi�cantly di�er.
7Interestingly, the hypernym was a part of the article name in 6 cases, in 1 case there was no hypernym. The
last case has interesting history. In the time between the original experiment and its veri�cation motivated
by the preparation of the camera ready version of the paper [KCN+08b], Wikipedia contributors corrected
the �rst sentence of this entry on R. E. Holz from �Richard E Holz, ... an American brass band composer,..�
to then extractable �Richard E Holz was an American brass band composer...�. At the time of writing this
dissertation, the �rst sentence reads �Richard E Holz (30 October 1914 � August 1986), was an American
brass band composer,...� which still contains an extractable hypernym.

8During May 2008, using the http://stats.grok.se/en tool.

http://stats.grok.se/en
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Figure 5.2.: THD accuracy per named entity type, (�work� refers to work of art or a literary
work)

5.4. Experiment 3: Mapping and THD on Real-World Data

In this experiment, THD is used to resolve the entities from the Czech Traveler dataset for
which neither the entity nor its head noun can be found inWordNet. We focus on these (�hard�)
entities, since matching WordNet concepts with Wikipedia articles was already studied (refer
e.g. to [FS10, SKW07]). It should be noted that the work presented here is an updated and
reworked version of an experiment we published in [KCN+08a].

5.4.1. Dataset, Ground-truth

The Czech Traveler dataset described in Subs. 6.1.3 was used. This dataset contains 186
entities. We used all 41 unique entities for which not even the head noun could be mapped to
WordNet.

Example 5.1 (Selection of entities from Czech Traveler dataset). The entity �Crimean Tatar's
camel� from the Czech Traveler dataset was not included, because �camel� can be found in
WordNet. On the other hand, �Karst Cave Villenica� was included since �Villenica� is not in
WordNet.

A human evaluator used Wikipedia9 to �nd the article describing the entity (entity page)
and from this article extracted the �rst one-word hypernym for the entity. The SCM/THD
algorithm works virtually in the same way, therefore it is natural to evaluate if the entity pages
and consequently the hypernyms extracted by the machine and a human evaluator match.
It should be noted that this is a more stricter criterion than used in the SCM Experiment

presented in [KCN+08a], where a hypernym is considered correct if a human annotator judges
it to fall to a more broadly de�ned class (such as vegetation, structure). When evaluating
entity presence, we also do not demand that the hypernym is mappable to WordNet. This is
evaluated in Subs. 5.4.4.

9Live English Wikipedia on September 8, 2011, the evaluator was the author of this dissertation
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number of entities 41
mapped to entity page � THD 36
mapped to entity page � ground-truth 37
mapped to entity page by THD and ground-truth 33
mapped to same entity page by THD and ground-truth 27
THD hypernym matches ground-truth hypernym (on
results from previous row)

27

Table 5.2.: Results on a subset of 41 entities from the Czech Traveler dataset

Example 5.2 (Evaluating the correctness of extracted hypernyms). For entity �Albanian guide
Kamil�, the system extracted hypernym �statesman�. This is marked as incorrect by the
annotator for the purpose of this experiment.

Note that in the experiment performed in paper [KCN+08a] this would be considered as
correct, since out of the available target classes the closest one is �organism�.

5.4.2. Results

The results are summarized by Table 5.2. Out of the 41 entities, for 27 entities THD and
human evaluator retrieved the same entity article. Interestingly, in all of these articles the
hypernym was not only present and extracted by THD, but it also matched the ground-truth
human-picked hypernym.
Detailed results per entity are given in Table 5.3. For interestingness sake, hypernyms

retrieved in 2008 for our paper [KCN+08a] (if available) are also included.

5.4.3. Sources of Error

This subsection discusses several interesting mappings (mostly failures to map) for entities
listed in bold in Table 5.3.

Albanian guide Kamil The LHSHearstBody macro does not cover the CC POS tag (con-
junction, coordination), which appears in

Kamil is a Polish, Czech, and Slovak given name

Additionally, the correctness of the ground-truth entry �Kamil� (the name) for noun phrase
(�Albanian guide Kamil�) is dubious.

Apolonia The system picked the �rst sense/hit, while the correct one was second.

Chersonesus The system picked a hypernym from a disambiguation page:

Chersonesos or Chersonesus is the Greek for "peninsula". The term appears in various
ancient toponyms: .. Chersonesos (Lyctus), an ancient Greek city on Crete that was
the harbor of Lyctus . . .
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Table 5.3.: Entities not mappable to WordNet
The list of unique entities from the Czech Traveler dataset not mappable to WordNet
(even by head noun) for which THD results from 2008 are available. We present
THD/SCM results (Retrieved columns) along with the manual hypernym discovery
results (Groundtruth columns), both from 8th September 2011.

Column Position (Pos) gives the position of a Wikipedia page describing the en-
tity (if in top 20 search results). For multi-word entities, letter F (for full) denotes that
entire noun phrase was used for the search, while letter H (for head) indicates that the
preceding option failed and the result was produced by using the head noun only. Value
0 indicates that neither of them produced a successful result. Column Page lists the title
of the entity page and column Hypernym the hypernym discovered.

The Hypernym 2008 column (H 2008) lists hypernym retrieved for the 2008 pa-
per [KCN+08a]. Value '???' indicates that a hypernym was retrieved but was not
accidentally stored. Column Page Correct (PC) gives 1 if THD/SCM extracted
hypernym from the page annotated as correct, 0 if it was extracted from a di�erent page
and empty if no ground-truth is given. The column Hypernym Correct (HC) is empty
if PC6= 1, otherwise it gives 1 if the extracted hypernym matches the ground-truth and
0 stands for no match. The lines in bold are detailed from the THD perspective in
Subs. 5.4.3. The lines in italics are detailed from the WordNet mapping perspective in
Subs. 5.4.4.

Entity Retrieved (2011) Groundtruth (2011) (2011) (2008)
ID Noun phrase Pos Page Hypernym Pos Page Hypernym PC HC H 2008
1 Albanian

guide Kamil
2H Kâmil Pasha statesman 1H Kamil name 0 sultan

2 Apolonia 1 Apolonia Fier club 2 Sozopol town 0
3 Arefu 1 Arefu commune 1 Arefu commune 1 1 commune
4 Bakhchisarai 1 Bakhchisarai town 1 Bakhchisarai town 1 1
5 Berat 1 Berat town 1 Berat town 1 1
6 Buje 1 Buje town 1 Buje town 1 1 town
7 Calanques de

Piana

1 Calanques de

Piana

calanques 1 Calanques de

Piana

calanques 1 1 ???

8 Chersonesus 1 Chersonese
(disambigua-
tion)

Harbor 1 Chersonesos
Taurica

city 0

9 Chufut-Kale 1 1 Chufut-Kale fortress 0
10 Curtea de

Arges
1 Curtea de

Arges
city 1 Curtea de

Arges
city 1 1 striker

11 delphinarium 1 Dolphinarium aquarium 1 Dolphinarium aquarium 1 1 aquarium
12 Dhermi 1 Hypapante

Church,
Dhërmi

church 1 Dhermi village 0 lake

13 Durau 1 Dur u resort 1 Dur u resort 1 1 resort
14 Eski Kermen 1H Kermen town
15 Foros 1 Foros town 1 Foros town 1 1 member
16 Gjirokaster 1 Gjirokastër city 1 Gjirokastër city 1 1 city
17 GR20 1 GR 20 footpath 1 GR 20 footpath 1 1 footpath
18 Inkerman 1 Inkerman town 1 Inkerman town 1 1 town
19 Istarske

Toplice
1F Istarske

Toplice
resort 0 town

20 Jablonica 1 Jablonica village 1 Jablonica village 1 1 village
21 Jezersko 1 Jezersko municipality 1 Jezersko municipality 1 1 village
22 Karst Cave

Vilenica
1F Vilenica Cave cave 1F Vilenica Cave cave 1 1 cave

23 Khersones 2 Khersones
(ship)

ship 1 Chersonesus
Taurica

colony 0 city

24 Korce 1 Korçë city 1 Korçë city 1 1 City
25 Lacul Balea 1 Bâlea Lake lake 1 Bâlea Lake lake 1 1 lake
26 Les Cascades

des Anglais
0 Anglais rhythm woodwind

27 Llogare 0
28 Logarska

Dolina
1 Logarska

Dolina
settlement 1 Logarska

Dolina
settlement 1 1

29 Massandra 1 Massandra townlet 1 Massandra townlet 1 1 ???

30 Monte d oro 1F Monte d oro lord 1F 0 town
31 Motovun 1 Motovun village 1 Motovun village 1 1
32 Oprtalj 1 Oprtalj community 1 Oprtalj community 1 1
33 Place St Nico-

las
0 1 1 alliance

34 Qeparo 1 Qeparo village 1 Qeparo village 1 1
35 Sarande 1 Sarandë capital 1 Sarandë capital 1 1
36 Sevastopol's

delphinarium
1H Dolphinarium aquarium 1H Dolphinarium aquarium 1 1 aquarium

37 Skanderbeg 1 1 Skanderbeg lord 0 �gure
38 Syri i Kalter 1H Alan Kalter announcer 1F Blue Eye, Al-

bania
spring 0 announcer

39 Umago 1 Umago city 1 Umago city 1 1
40 Velika Planina 1F Velika Planina plateau 1F Velika Planina plateau 1 1 plateau
41 Vlore 2 Vlorë County shore lines 1 Vlorë town 0 club
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Note that �Greek� was not matched as hypernym, because it was was marked as adjective
by the POS tagger.

Dhermi The article contains two cardinal numbers (CD) between the verb and the hypernym,
which is unaccounted for by the LHSHearstBody macro.

Dhërmi (Greek: ..., Drymades) is one of the nine villages Istarske Toplice (Terme
Istriane, o Bagni di Santo Stefano), a thermal health resort in the central part of
Istria, Croatia ...

Eski Kermen A Wikipedia article for this entity (an underground town) does not exist.
There is however a Wikipedia article on city �Kermen� yielding a hypernym �city�, which can
be considered as correct.

Istarske Toplice This article's opening sentence is unfavourably worded as the verb is miss-
ing.

Istarske Toplice (Terme Istriane, o Bagni di Santo Stefano), a thermal health resort
in the central part of Istria, Croatia.

Khersones For Khersones, a wrong (#2) sense (Khersones the ship) was picked, because
the title of the page �Chersonesus Taurica� does not exhibit su�cient Jaro-Winkler string
similarity with �Khersones�.

Monte d'oro For Monte d'oro there is no Wikipedia page, the THD using head noun yielded
an article for another entity.

Syri i Kalter There is a problem in the application handling the redirect from �Syri i Kalter�
to article �Blue Eye, Albania�, probably due to insu�cient Jaro-Winkler similarity of the two
strings. The hypernym from �Blue Eye, Albania� is extracted correctly.

Vlore failed because the article contains the word �of� tagged as IN between the verb and
the hypernym. The IN tag (preposition or subordinating conjunction) is not covered by
the LHSHearstBody macro (refer to Subs. 1.3.3). The system therefore resorted to #2 hit
producing the incorrect result.

Vlorë (known also by several alternative names) is one of the biggest towns ...

5.4.4. Mapping to WordNet

The extracted hypernyms map to WordNet very well, with all but two mapping directly. The
problematic ones are calanques (entity Calanques de Piana) and townlet (entity Massandra)
� marked with italics in Table 5.3.
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Calanques de Piana THD on article �Calanques de Piana� yields correct hypernym �calan-
ques�. Unfortunately, this hypernym is not mappable to WordNet.
Assuming recursive hypernym resolution is allowed in the SCM/THD algorithm, the system

issues a THD hypernym query for �calanques� which succeeds with word �inlet�; this word is
already in WordNet.

Calanques de Piana (article)-> calanques (hypernym) -> Calanques (article)-> inlet
(hypernym)

Massandra As a �rst hypernym candidate, THD yields the semantically correct hypernym
townlet. Unfortunately, since townlet cannot be mapped to WordNet, the system proceeds to
a less relevant article and extracts the hypernym �Asteroid�.

5.4.5. Evolution of Extraction Results between 2008 and 2011

There are several straightforward observations:

• the number of hypernyms not retrieved dropped from 10 to 5,

• out of the 11 newly extracted hypernyms, 8 were correct (with Apolonia, Chersonesus
and Eski Kermen10 producing the two incorrect ones,

• hypernym for three entities can no longer be extracted (Skanderbeg, Istarske Toplice,
Place St Nicolas).

While the size of the sample does not allow us to draw statistically sound conclusions,
it is su�cient to illustrate that the continuous evolution of Wikipedia does indeed have a
measurable positive impact on THD on a real life dataset.
There are of course shortcomings as well, the article �Skanderbeg� was originally phrased

in simpler terms yielding hypernym ��gure�, which is as a matter of fact still present as of
8/9/2011 in the �rst paragraph, but it was rephrased to an unextractable form as discussed
in Subs. 5.4.3.
This hints that a possible improvement in THD results could be achieved by using an

older version of the article if hypernym discovery from current article fails, before resorting
to analyzing an article lower on the result list. Table 5.3 shows that all three cases (Albanian
guide Kamil, Khersones, Vlore) when a second hit was taken, resulted in choosing a wrong
entity article.

5.5. Summary of Experimental Observations

In Experiments 1 and 2, we selected one of the factors that may in�uence the success of THD �
the popularity of the article � and inspected its in�uence on the success of the extraction. We
conjectured that for articles covering less popular topics the Wikipedia authoring guidelines
are less rigidly applied, which may result in a worse performance of hypernym discovery
algorithms. The preliminary experimental results carried out altogether on 231 Wikipedia
10Technically, the hypernym for Eski Kermen is correct, but it is marked incorrect as it is extracted from page

for semantically di�erent entity.
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documents do not support this hypothesis. Nevertheless, it should be noted that the value
of the test criterion in Experiment 1 was very close to the critical value for α = 5%. Since
Experiment 1 was conducted on a sample from a speci�c domain and the article popularity
was inferred from search relevance results, which might have introduced additional error, a
larger scale experiment is indispensable to give the �nal answer.
In Experiment 3, THD was performed on a smaller number of entities than in the previous

two experiments, but the reasons for failure were investigated in detail.The result of the
experiment along with the analysis of errors can serve as a basis for improving the grammar
in further work.
Using the intermediate results from the experiments, we can also roughly determine some

probabilities for Wikipedia as an �entity resolution service�:

Ratio of pages describing named entities to all articles In order to draw 100 entity pages
in Experiment 1, it was necessary to draw 130 articles. This indicates that about 77% of
Wikipedia articles are entity articles. The de�nition that we used to di�erentiate between
entity and non-entity was very strict. As an entity we considered only a physical object.
For example, �Politics of New Jersey�, �1988 Calder Cup Playo�s�, �List of United Kingdom
locations: U.�, �1963 New York Jets season� were not considered as entities.

Ratio of named entities in free text image captions to all entities The Czech Traveler
dataset used in the Experiment 3 contains 101 named entities11 (proper nouns), which accounts
for around 54% of the total of 186 entities in the annotations. This gives a very rough estimate
of the ratio of named entities to all entities in this kind of image annotations.

Coverage of entities The results indicate that if the dataset covers generally popular entities,
such as hockey players in Experiment 2, the entity page virtually always exists. Experiment 3
considered only the �hard� entities with not even the head noun mappable to WordNet. These
entities were almost exclusively12 named entities. Human annotator was able to �nd an entity
page for 36 entities out of 41.

5.5.1. Ideas for Future work

The odds that entity will appear in Wikipedia are clearly tied to some features of the entity
such as its proliferation (well-known, almost unknown) or type (physical, abstract, . . . ).
If the dataset involves proli�c people and places, many named entities from the dataset will

be likely to occur in Wikipedia. It is common sense that the opposite is true: the less famous
the entity, the smaller the chance of the existence of a Wikipedia article covering the entity.
The same principle applies to the age (or recency) of the entity. If the entity drew public
interest quite recently, it may not have a Wikipedia article.
An extreme case (though not that uncommon in practice) are datasets containing almost ex-

clusively �private� entities with very low proliferation and no Wikipedia presence. Even if this
is the case, THD may still achieve satisfactory results if used from a classi�cation application
such as SCM. If we consider person names, then mapping �Walter Miller� an ordinary person

11Note that the number of named entities was not mentioned in Subs. 5.4 but comes from the description of
the dataset in Subs. 6.1.3.

12With two exceptions (delphinarium)- id 11 and id 36.
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without a Wikipedia page to �Walter B. Miller� (the �rst sense in Wikipedia13) is indeed
incorrect. However, if we extract hypernym �anthropologist�, the proposed Wikipedia-based
algorithms will still (hopefully) correctly label the entity as person if the task is to decide
between the three or four ENAMEX person, organization, location classes, which is actually
as far as the classical NER task goes.
Proliferation and recency may also in�uence the success of hypernym discovery provided

the entity page exists. When working on papers [CKN+08, KCN+08a] we got the impression
that hypernym discovery from shorter, less elaborate Wikipedia articles, which often describe
uncommon entities, tends to be less successful than extraction from long articles on popular
topics. For example, de�nitions of physical entities will be intuitively more likely to feature a
simple Hearst pattern than of abstract entities. An investigation in this direction may be an
interesting and practically important subject of future work.

13As of June 8, 2011





6. Evaluation

The purpose of this chapter is to quantitatively evaluate the two main approaches to entity
classi�cation proposed and implemented within this dissertation � SCM and BOA algorithms.
Sec. 6.1 reviews the possibilities for the choice of the experimental dataset for the entity

classi�cation task. Sec. 6.2 evaluates SCM on the WordSim353 dataset and Sec. 6.3 on the
Czech Traveler dataset. The BOA algorithm is evaluated on the WordSim353 dataset in
Sec. 6.4 and on the Czech Traveler dataset in Sec. 6.5. In Sec. 6.6 we provide the �nal
assessment of the experimental results.

6.1. Datasets

The choice of the experimental dataset is of paramount importance. Unfortunately, there
are not many options, in fact, the author is not aware of any publicly available dataset that
would �t the entity classi�cation problem. The requirements on the dataset follow from the
statement of the thesis:

• moderately large and diverse set of target classes,

• input pieces of text have moderate length of several words up to two sentences,

• input pieces of text share the same global context.

In addition to these requirements, there are the usual:

• entities in the input text are assigned ground-truth created by multiple annotators,

• the dataset is freely available.

Concerning the minimum size of the dataset, the situation is not clear. All methods classify
entities, therefore the number of entities is the principal measure of the dataset size. SCM and
THD do not require training examples. BOA classi�er also does not require any labeled data
apart from the target classes being mapped to Wikipedia articles, however, it allows to add
positive examples for each class. If the e�ect of the additional examples on the classi�cation
results is to be evaluated, some training data need to be available. In general, the size of
the training data required to evaluate the proposed algorithms is much smaller than for fully
supervised methods. These would require 10:1 or 5:1 ratio between training and testing data
to estimate the performance possible with the current amount of data [Agi07].
There are multiple datasets that meet some, but none that meet all of these criteria. This

section tries to give a representative account of the datasets (and types of datasets) available.
In Subs. 6.1.3 a new dataset meeting all criteria, except for the free availability, is introduced.
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6.1.1. Named Entity Recognition

There are established test collections for the related Named Entity Recognition tasks. These
collections are in principal applicable, however most dataset interpret the NER task as clas-
si�cation into four general classes (PERSON, LOCATION, ORGANIZATION, MISCELLA-
NEOUS). Performance of a THD/SCM or BOA implementation on such a general set of classes
has little generalization potential for use with datasets involving many speci�c target classes.
For example, using hypernyms extracted from Wikipedia with lexico-syntactic patterns as

features for a Conditional Random Field NER classi�er on the CONLL 2003 dataset in [KT07],
improved the F-Measure only by 3.03 points compared to the baseline, which does not use any
gazetteer like knowledge. In reaction to this, the authors of the paper express their belief that
the advantage of hypernyms unwinds only on a �ned-grained task with many target classes.

6.1.2. Query Categorization

The best �tting available dataset coming from the query categorization background is perhaps
the one used in the ACM KDD CUP 2005 for Query Categorization. This dataset contains 800
queries with labels (categories of the Open Directory Project) from three labelers in addition
to 111 sample queries with labels. The number of unlabeled queries is 800.000. The number
of target categories is 67.
This dataset exhibits di�erent linguistic properties than free-text image annotations. High

portion of the queries can be viewed as noise, there are queries such as �a�, �all�, number of
queries are also not nouns and most queries have single or two words. No context is provided
globally as the queries are unrelated. Finally, target labels are not provided in terms of a
single term, but rather as a category of the Open Directory Project. The advantage is the
focused nature of the queries � each query can be viewed as a maximum one entity, therefore
there is a direct link between the entity and the label.

6.1.3. Image Classi�cation

There is a number of research papers that try to use textual information attached to images in
the image classi�cation process. The datasets used typically contain single tags, rather than
free text annotations. Perhaps the most commonly used one (e.g. [BJ07, GAS99]) is the Corel
Stock Photo dataset.

Corel Stock Photo Dataset

The dataset consists of 5,000 images. Each 100 images are on the same topic, such as �Sunrises�
and �Sunsets� or �Wild Animals�. Every image has a brief description of the scene (caption)
and a list of objects that appear in the image (labels). An example of an image caption
is �Man And Boy Fishing Mountain� while �Tree, People, Mountain, Water� are the labels.
Overall 371 words are used as labels in the collection [BJ07]. Both the size and nature of this
dataset would be �tting the entity classi�cation task. The fact that images are partitioned
into contextually similar groups is also an advantage.
The problem with this dataset is that there is no direct link between individual entities in

the caption and the labels. In the example given above, the missing information are entity-
label pairs {Man, People}, {Boy, People}, {Fishing, Water} and {Mountain, Mountain}. The
dataset is also not freely available.
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Yahoo News Dataset

Paper [DM07] uses 1700 randomly drawn images and image captions from Yahoo News. Not
all of these images were used for evaluation, the authors mention manually selecting and
annotating 100 image annotations with 50 used for training and 50 for testing. The dataset
contains in average 15 entities per annotation. The annotations typically consist of several
sentences.
While the nature of the dataset is close to the ideal dataset for the research presented in

this dissertation, there are two problems why it was not used. First, randomly drawing images
does not produce a dataset where a cross-image disambiguation could be used, since images
cannot be expected to share a common context domain (not considering the rather generic
�news� context). Second, probably for copyright issues the speci�c set of images and image
captions used by [DM07] was not made available.

Israeli Images Dataset

This dataset was introduced in [BJ07]. It consists of 1823 images downloaded from http://

www.IsraelImages.com. The context of these images is Israel scenery and society. The images
are grouped into 11 categories: Birds, Desert, Flowers, Trees, Food, Housing, Christianity,
Islam, Judaism, Personalities and Symbols. Each image has a 1 to 18 words long annotation.
It should be noted that many image annotations are repeating.
According to paper [BJ07], this dataset is available to the research community, but the

images can no longer be retrieved. The list of the images along with image captions and
categories is still available.1 Although the labels (categories) are not provided on the per
entity level, but only on the per image level, in most cases the annotation contains only one
entity. As a consequence, annotations can be thought of as entities and the provided image
labels as classes. Example image annotations: �Young Pelican� (Bird), �Pigeons Standing
On Electric Wire� (Bird), �Ramat Hanadiv Gardens In Zichron Yaakov� (Trees). The main
issue with this dataset is that the image category was apparently assigned based on the image
content, rather than based on the image annotations. For example, annotation �Wadi Besor�
is annotated as Tree.

Czech Traveler Dataset

Inspired by the Israeli images dataset, we created a dataset based on a collection of 1,276 im-
ages taken by a professional photographer during trips to Albania, Corsica, Romania, Slovenia
and Ukraine. These images have short textual annotations consisting of 1 to 10 words saved
in images' EXIF data. Out of the annotations we extracted 103 unique annotations. The
image annotations were broken into entities and these entities were assigned a label (class).
These entities were not pruned for uniqueness. For example, the 'landscape' entity appeared
7 times. An overview of the size of the dataset is given by Table 6.1.
While this dataset originated already in 2008 [KCN+08a] within this dissertation we revised

the dataset. This resulted in a removal of several entities: e.g. we removed entity �Church
of Our Lady of Mercy in Buje� because this is the only entity which was incorrectly split
into multiple entities (Church, lady, mercy, Buje) using noun chunker available in the GATE

1 http://www.cs.umass.edu/~ronb/datasets/info.txt [Retrieved on 11 June 2012]

http://www.IsraelImages.com
http://www.IsraelImages.com
http://www.cs.umass.edu/~ronb/datasets/info.txt
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number of images 1,276
unique annotations 103
entities 186
labeled entities 184
labeled entities (to 9 classes) with inter-annotator agreement 143

unique entities 151
named entities 101
unique named entities 76
unique entities with inter-annotator agreement 113
entities for which not even the head was mapped to WordNet 47

unique entities for which not even the head was mapped to WordNet 41
entities for which not even the head was mapped to WordNet among the
143 entities with inter-annotator agreement

30

Table 6.1.: Entity statistics � Czech Traveler dataset, subsets used in the experiments are
listed in bold.

framework. Further, we removed several entities which were not salient (entity �front�) ex-
tracted from annotation �Ukainian girls chatting in front of fountain�. Several typos were
corrected, for example �Neoclassical Pallace in Buje� to �Neoclassical Palace in Buje�. We also
completely removed entities annotated as �event� because there were only two such entities.

As a result, we obtained 186 entities, 101 (54%) out of which are named entities (proper
nouns).

The following set of nine WordNet nouns is used as the set of nine classes: C ={natural ob-
ject, artifact, vehicle, geological formation, structure, organism, water, vegetation, landscape}.
This selection was motivated by the needs of the image classi�cation task in [KCN+08a]
(classes sand and event were removed because they were not represented in ground-truth).

The dataset was annotated by two annotators in 2008. For each entity (noun phrase), the
semantically closest concept was assigned. The annotators were allowed to use Wikipedia.
Even then, for two entities, Jetee du Dragon and Syri i Kalter, the annotators were both
unable to assign a label. The inter-annotator agreement was 77%. The resulting dataset
containing 143 entities is used for evaluation of the SCM and BOA algorithms. The THD
algorithm is evaluated on 47 entities for which not even the head noun could be mapped to
WordNet. It should be noted that not all of these 47 entities are included among the 143
entities with inter-annotator agreement.

The annotations and the list of all 186 entities are given in the Appendix in Table D.1-
Table D.3. The 143 entities with inter-annotator agreement are listed in Table D.4 - Table D.6.
The 41 entities used for THD experiments were listed in Table 5.3.

Note that a reference to the �Czech Traveler dataset� in this dissertation always

refers to the subset of 143 entities with inter-annotator agreement for SCM and

BOA evaluation, and to the subset of 47 unresolved entities to WordNet for THD

evaluation.
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6.1.4. Hypernym Discovery from Wikipedia

To date, there is a very limited number of work on hypernym discovery from Wikipedia, which
is also re�ected in the availability of datasets. Even the recent paper [LLM11] introduces its
own gold standard dataset. This dataset contained 4,000 tokens extracted from German
Wikipedia (mostly �rst article sentences) in which 450 hypernyms were hand-tagged. This
dataset could not be used because it was not made publicly available in addition to being
German.

6.1.5. Word Similarity Computation

The most widely used benchmark dataset in the WSC area is the freely available2 WordSim353
collection [FGM+02].

WordSim353 dataset

It contains two sets of English word pairs containing 153 and 200 word pairs along with similar-
ity judgments assigned by 13 and 16 human subjects respectively. The judgment ranges from
0 (totally unrelated words) to 10 (very much related or identical words). The disadvantage of
this dataset from the point of view of the entity classi�cation task is that although practically
all words can be interpreted as entities (nouns), they lack global context and named entities
are virtually not represented in the collection.
This dataset can be further partitioned into two gold standard datasets: similarity and

relatedness dataset [AAH+09]. The similarity dataset contains pairs of words considered as
similar (synonyms, antonyms, identical, hyponym-hyperonym) and unrelated pairs (pairs with
no clear relationship and with similarity equal or below a certain threshold). The relatedness
dataset contains pairs considered as meronym-holonym, with no clear relationship and with a
human average similarity greater than certain threshold and the unrelated pairs. The number
of pairs in the similarity dataset is 203 and the number of pairs in the relatedness dataset is
252.
Out of the 437 unique words in the dataset, only 7 words cannot be directly mapped to a

WordNet noun synset. Since mapping all words to WordNet is desirable for both SCM and
BOA algorithms, for these 7 words we created a mapping manually by selecting a replacement
word.
These mappings are with one exception straightforward: replacing the word with its singular

form (media, children, earning), using a gerund instead of a verb (eat→ eating, live→ living)
or vice versa (defeating → defeat). The one exception is the named entity Maradona, for
which we use the THD result and map it to �footballer�. We call the dataset where these
replacements summarized in Table 6.2 have been made the WordSim353-WNaligned dataset.
The original WordSim353 dataset is available at http://www.cs.technion.ac.il/~gabr/

resources/data/wordsim353/ and the split between the relatedness and similarity datasets at
http://alfonseca.org/eng/research/wordsim353.html ([Retrieved June 11, 2012]). The
original WordSim353 dataset is also reprinted in Appendix C.

2 http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/ [Retrieved on 11 June 2012]

http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/
http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/
http://alfonseca.org/eng/research/wordsim353.html
http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/
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Table 6.2.: Words that had to be replaced in WordSim353-WNaligned as compared to Word-
Sim353 to ensure that all words are mappable to WordNet

WordSim353 original WordSim353 aligned

media medium
children child
live living
Maradona footballer
eat eating
earning earnings
defeating defeat

6.1.6. Word Sense Disambiguation

The WSD problem can be viewed as a more general task than the NER problem as explained
in the introduction. A good overview of knowledge sources and evaluation datasets for WSD
is given in [Agi07]. Historically, one of the most common systems used is WordNet. WordNet
was in detail covered in Chapter 4.
Semcor is a semantically tagged subset of the English Brown Corpus [FK83] containing

360,000 words out of the roughly 1,000,000 words in the Brown Corpus. Semcor was created
by the WordNet research team [MLTB93]. The disadvantage of this approach is the fact that
this corpus is only about one third of the size of the Brown corpus and covers only about 25%
of the WordNet noun senses.
Senseval (http://www.senseval.org) is a series of evaluation exercises for WSD. Five Sen-

seval contests were held to date. The �rst Senseval contest focused on a limited number of
generic words across di�erent parts of speech. For nouns, only 15 generic nouns for the En-
glish lexical sample task such as �accident� or ��oat� are present [KR00]. For Senseval 2, the
general character of the training senses for the lexical sample task is similar to Senseval 1.
Senseval 2 and 3 also feature the all-words task, where the aim is to disambiguate all words,
rather than a sample of selected words. In Senseval 3 approximately 5,000 words of coherent
Penn Treebank text are tagged with WordNet 1.7.1 tags. Unfortunately, the selected text
contains virtually no named entities. The generic character of words covered applies to all
Senseval WSD tasks, including the following Senseval 2007 and SemEval 2010 �Word Sense
Disambiguation on a Speci�c Domain� task. A generic set of words is clearly not suitable for
our entity classi�cation problem.

6.2. SCM on WordSim353 dataset

The fact that almost all entities in the WordSim353 dataset are directly mappable to Word-
Net concepts makes it a suitable choice for evaluating the performance of the SCM without
in�uence of the THD phase. This in fact translates into computation of similarity of words
using WordNet similarity measures. An illustrative example result for this task is depicted at
Table 6.3.
The Spearman correlation coe�cient is computed for the original WordSim353 dataset and

http://www.senseval.org
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for WordSim353-WNaligned dataset. All the 7 word pairs that feature any of the entities
listed in Table 6.2 have similarity 0 for the purpose of computing the Spearman correlation
coe�cient for WordSim353. For each measure we give two values depending on the way synsets
representing the word are selected (refer to Subs. 4.3.1 and Subs. 4.3.3).

Table 6.3.: An illustrative WSC computation result on a fragment of the WordSim353 dataset.
The word pairs are sorted according to the computed value, the ground truth sim-
ilarity /average of similarity ratings assigned by human evaluators/ is also shown.

word 1 word 2 truth result word 1 word 2 truth result

cash money 9.15 12.693227 professor student 6.81 6.444655
stock company 7.08 8.980284 Market stock 8.08 6.03275
Money bank 8.12 8.6386455 life stock 0.92 2.1296652
forest wood 7.73 8.4673136 jaguar stock 0.92 2.0128817
keyboard computer 7.62 8.0023444 cucumber professor 0.31 2.0075121
Butter bread 6.19 6.837023 egg stock 1.81 1.902016
radio television 6.77 6.754272 radio media 7.42 1.7957932
Potato cucumber 5.92 6.7131314 stupid smart 5.81 1.7427614
paper book 7.46 6.6186313 live stock 3.73 0.8057597

The results for all the individual WordNet similarity measures implemented in JWSL are
given by Table 6.4, the results for JWNL by Table 6.5 and averages over all the measures
across both libraries are given by Table 6.6.

Table 6.4.: WordNet similarity measures implemented in JWSL on WordSim353 dataset and
WordSim353-WNaligned

Sense selection Synset Similarity Maximization (SSM) Most Frequent Sense (MFS)
Measure Resnik JCn Lin P&S Resnik JCn Lin P&S
Original 0.33 0.31 0.33 0.33 0.32 0.32 0.32 0.32
Aligned 0.34 0.32 0.34 0.33 0.32 0.32 0.32 0.33

As expected, it can be seen that the results for WordSim353-WNaligned are consistently
slightly higher than for WordSim353. An encouraging observation from Table 6.6 is that the
geometric average for all measures yields better result, albeit only marginally, than any of
the individual measures. Another interesting point is that the performance of the individual
similarity measures is quite consistent across libraries with the exception of the Jiang and
Conrath (JCn) measure signi�cantly underperforming in JWordnetSim with the Most Frequent
Sense option. The best overall results are obtained with a mix of strategies.
In our experimental setup, the JWordnetSim IC values come from �le ic-bnc-resnik-add1

(British National Corpus, Resnik Counting, smoothing) � refer to Subs. 4.3.1.
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Table 6.5.: WordNet similarity measures implemented in JWordnetSim on WordSim353
dataset and WordSim353-WNaligned

Sense selection SSM MFS
Measure Lin JCn Lin JCn
Original 0.32 0.30 0.33 0.23
Aligned 0.33 0.31 0.33 0.24

Table 6.6.: WordNet similarity measures implemented in JWordnetSim and JWSL aggregated
by geometric and arithmetic average on WordSim353 dataset and WordSim353-
WNaligned

geometric arithmetic
JWSL synset selection SSM MFS SSM MFS SSM MFS SSM MFS
JWordnetSim synset selection MFS MFS SSM SSM MFS MFS SSM SSM
Original 0.35 0.32 0.32 0.34 0.34 0.26 0.32 0.34
Aligned 0.35 0.33 0.33 0.35 0.35 0.33 0.33 0.34
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noun phrase hypernym extr type correct annot 1 annot 2 SCM
Durau resort THD 1 structure structure landscape
Dolphin dolphin Direct � organism organism organism
ruins ruin Direct 1 structure structure structure
Glagolitic Alley Alley Head 1 vegetation artefact artefact
Albanian Guide Kamil statesman THD/Head 1 organism organism organism

Table 6.7.: Sample results of SCM/THD on the Czech Traveler dataset and comparison with
annotators.

6.3. SCM on Czech Traveler Dataset

For practical reasons, the experiment description is divided into two parts, which corresponds
to steps of the SCM algorithm. Subs. 6.3.1 is devoted to evaluation of the task of mapping noun
phrases to WordNet synsets. Subs. 6.3.2 gives the results for WordNet similarity computation
in SCM. An illustrative example for this task is depicted at Table 6.7.

6.3.1. WordNet Mapping

The goal of this experiment is to evaluate the performance of using SCM to map entities to
WordNet synsets. The Czech Traveler dataset and live English Wikipedia as of September 8,
2011 was used. For each entity the author assessed whether the sense an entity is mapped
to is its correct WordNet counterpart, synonym or its close hypernym. In the dataset, there
are 47 entities (41 unique)3, which cannot be mapped to WordNet. THD returns a WordNet
mapping for 41 entities. The following entities were not mapped to WordNet: (Skanderbeg,
Place St Nicolas, Eski Kermen, Istarske Toplice, Chufut-Kale, Khersones).
A detailed analysis of THD results is given in Subs. 5.4. THD produced a correct WordNet

mapping for 29 entities (27 unique).
Overall, THD retrieved a correct hypernym for 29/47 = 62% of entities. Note that these

are hard cases � for these entities, SCM failed to map even the the head noun to WordNet.

6.3.2. WordNet Similarity Computation

This experiment uses entities mapped to WordNet using lemmatization, replacement of spaces
and THD. The complete list of WordNet mappings is given in the Appendix in Table D.4 -
Table D.6.
Entities are classi�ed into the following set of classes: C ={natural object, artifact, vehicle,

geological formation, structure, organism, water, vegetation, landscape}. For this classi�cation,
the ground truth created by two annotators is available.
The results for all the individual WordNet similarity measures implemented in JWSL are

given by Table 6.8, the results for JWNL by Table 6.9 and averages over all the measures
across both libraries are given by Table 6.10.
Using only the 143 entities with inter-annotator agreement on the label, SCM correctly

classi�ed 74% of entities using the best performing con�guration, which was all measures in
both libraries using synset similarity maximization. Due to missing WordNet mapping, 6
3The duplicate entries are Gjirokaster 2x, Jezersko, Khersones 2x, Qeparo
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entities were not classi�ed. For comparison, a baseline classi�er, which would assign the most
frequently occurring class �structure� to all entities, correctly classi�ed 32% of entities.

Table 6.8.: WordNet similarity measures implemented in JWSL on Czech Traveler dataset

Sense selection Synset Similarity Maximization (SSM) Most Frequent Sense (MFS)
Measure Resnik JCn Lin P&S Resnik JCn Lin P&S

0.66 0.56 0.73 0.55 0.60 0.38 0.55 0.38

Table 6.9.: WordNet similarity measures implemented in JWordnetSim on Czech Traveler
dataset

Sense selection SSM MFS
Measure Lin JCn Lin JCn

0.66 0.55 0.62 0.45

Table 6.10.: WordNet similarity measures implemented in JWordnetSim and JWSL aggre-
gated by geometric and arithmetic average on Czech Traveler dataset

geometric arithmetic
JWSL synset selection SSM MFS SSM MFS SSM MFS SSM MFS
JWordnetSim synset selection MFS MFS SSM SSM MFS MFS SSM SSM

0.67 0.55 0.74 0.59 0.71 0.56 0.74 0.59

6.4. BOA on WordSim353 Dataset

This experiment will evaluate the e�ect of selected parameters on the classi�cation perfor-
mance as measured by Spearman correlation coe�cient with WordSim353 ground-truth.
Table 6.12 gives an overview of the setup. The �rst two columns give names and default

values for all parameters involved in the experiments. Each of the remaining columns describes
one experiment batch. An experiment batch consists of several series of experiments (BOA
classi�er runs). The column describing an experiment batch lists the values of parameters
that di�er from the default values. If the value of the parameter applies only to one series in
the batch, it is marked as so. Finally, one parameter within the column is marked with an
asterisk. This parameter is varied � the di�erent values of this parameter are plotted on the
x-axis in the resulting graphs. The following notation is used to describe the experimental
setup in Table 6.12:

• empty cell � the default value from column 2 is used,
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• * � value of this parameter is varied in the experiment

• other value y � y is a value for the parameter di�erent from the default for all series
within a graph (experiment batch). The following abbreviations are used:

� NA � Not Applicable

� n � no, y � yes

� t � true, f � false

� m � mostsim, f � �rstn

� C � Custom Aggregator 1, P � Custom Aggregator 2, W � Weighted Geometric
Average

� c � cosine similarity, d � dot product

� z � zero (crawling depth = 0)

� k � thousand

• xy � where x is the number of the series within the graph and y is a value for the
parameter di�erent for this series than is the default. The remaining series have the
default value.

The results of the experiments are plotted in Fig. 6.1-Fig. 6.18. Above each graph, there is
a short description of the experimental setup in terms of di�erences from the default values
listed in the second column of Table 6.12. The values of the parameters that are stable across
all experiments, but have impact on the results are present in Table 6.11.
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EntityClassi�erTrainingCon�g � Global parameters
stopWordListPath stopwordlist.txt, this �le contains com-

pilation of publicly available stop-word
lists � 838 entries

EntityClassi�erSearchCon�g
pathToFileWithLuceneArticleKeys searchkeys.csv, this �le contains auto-

matically generated mapping of Word-
Sim353 entries to Wikipedia as listed
by Table C.6 and Table C.7

JWNL Con�g
infoContentFileName ic-bnc-resnik-add1.dat
jwnlinitPath map_propertiesWN20.xml

Common Wordnet Con�g
Synset selection Synset Similarity Maximization
roundToZeroIfUnderWordnetSim-
Threshold_levelx (T low

l )
0.0

roundToOneIfAboveWordnetSim-
Threshold_levelx (T high

l )
1.0

Wordnet Measure as Wordnet aggregate component
WeightingFactor 1.0

Common Modality Con�g
WeightingFactor (Wm) 1.0
WeightFactor_levelx (Wm,l ) 1.0

Common Term Weight Vector Con�g
WeightFactor_levelx (Wm,l,t) 1.0

Table 6.11.: Constant parameters in BOA experiments (subject to normalization)
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Figure 6.1.: Experiment 1 � only entity article:
WordNet term pruning on and o�
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Figure 6.3.: Experiment 3 � WordNet simi-
larity measures as term-weighting
function
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Figure 6.5.: Experiment 5 � modalities: impact
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Figure 6.7.: Experiment 7 � IDF: only entity
article

 0.5

 0.55

 0.6

 0.65

 0.7

 0.75

2 4 6 8 10 12 14 16 18 20S
p
e
a
rm

a
n
 r

a
n
k
 c

o
rr

e
la

ti
o
n
 c

o
e
ff
ic

ie
n
t

maxLinksToFollow

discardTermsNotInWN=false

IDF not used
IDF-ALL

IDF-BOA

Figure 6.8.: Experiment 8 � IDF: level 1 under
limited vector length
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Figure 6.9.: Experiment 9 � IDF: most similar
article selection
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Figure 6.10.: Experiment 10 � modalities:
most similar article selection
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Figure 6.11.: Experiment 11 � combinations of
article selection with WordNet
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Figure 6.13.: Experiment 13 � IDF+All Word-
Net measures: mostsim article se-
lection and limited vector length
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Figure 6.14.: Experiment 14 � IDF+All Word-
Net measures: most similar arti-
cle selection

 0.25

 0.3

 0.35

 0.4

 0.45

 0.5

 0.55

 0.6

 0.65

 0.7

 0.75

0.1 0.5 1 5 10 15 20 30 40 50S
p
e
a
rm

a
n
 r

a
n
k
 c

o
rr

e
la

ti
o
n
 c

o
e
ff
ic

ie
n
t

maxTermVectorLength (thousands)

similarity=Cosine, articleSelection=mostsim

IDF-BOA
LW1-COSSIM-ALLmsIDFentIDFts

IDF-ALL
IDF-ALL+IDF-BOA+JWSL,JWordnet-all

Figure 6.15.: Experiment 15 � similarity func-
tion / cosine vs dot product
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Figure 6.16.: Experiment 16 � aggregator
comparison
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Figure 6.17.: Experiment 17 � baseline and
best BOA con�gurations
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The Experiments 1-18 presented in Fig. 6.1 � Fig. 6.18 can be used to derive the impact
of individual features on the performance of the BOA algorithm:

Crawling setup

The maxLinksToFollow parameter sets how many links related to article on level l will be used
to create lm band for level l+1. If the number of available links for an article is larger than the
maxLinksToFollow threshold, articles are selected according to the articleSelectionStrategy.
With �rstn strategy, �rst maxLinksToFollow links as encountered is processed (this is close
to a random order), with the mostsim strategy, articles are selected according to their textual
similarity.
Experiments 12 and 5 demonstrate that the mostsim article selection is superior to the

�rstn article selection. The associated increase of the correlation coe�cient is about 0.03.
If �rstn article selection is in place, Experiment 4 shows that the maximum correlation of

0.65 is attained with 15 links, using more links does not deteriorate performance. Experiment
5 shows that if WordNet-based term pruning is turned on and the term vector length is limited
to 20,000 terms, the peak correlation of 0.65 remains the same, but it is obtained already with
10 links.

Modality performance

The peak performance obtained with the simplest setup � only entity article (crawlingDepth=0)
and term frequency as the sole term-weighting function � is 0.64 as demonstrated in Experi-
ment 1. Interestingly, Experiment 2 shows that adding random (�rstn) 20 articles from any
other modality does not improve this result. Only using all modalities simultaneously pro-
duces a result of 0.65. However, all these experiments were using �rstn article selection. In
Experiments 10 and Experiment 12, which use mostsim article selection, the best results are
obtained with only the in-link modality.

Term Vector Length

The maxTermVectorLength parameter sets the maximum number of terms that will be used to
create the BOA term vector. If the number of words encountered in all the articles involved in
training is larger than this threshold, the words are sorted according to their BOA frequency
and maxTermVectorLength words with highest BOA frequency is retained. BOA frequency is
the number of entities for which the term occurs at least once.
Concerning term vector length, almost all experiments that varied the maxTermVector-

Length parameter (Experiments 1-3,6,7,11,14-18) indicate that best results are obtained with
term vector length of around 10,000. Using shorter vectors has severe negative impact on
the correlation coe�cient, while using longer term-weight vectors does not have any e�ect.
We suggest the following conjecture to explain this: in shorter term-weight vectors important
discriminative words are lost.
In contrast, words above this threshold have low BOA frequencies and they can thus be

considered as �white noise�. Experiment 15 is the only exception, the peak performance is
obtained already at 5,000 terms, and what is perhaps more important, it drops afterwards.
In comparison with Experiment 14, Experiment 15 di�ers only in the similarity function �
cosine similarity instead of dot product, which is used in all other experiments. The reasons
are discussed in the next paragraph.
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Term Vector Comparison

Our implementation features two vector comparison (similarity) functions � cosine similarity
and dot product. Their performance can be compared by contrasting the �rst series from
Experiment 17 with �rst series in Experiment 1. In this simple setting, when only the term
frequency term-weight vector is involved, the best performance of cosine similarity lags behind
the best performance for dot product by about 0.01. In presence of multiple term-weight
vectors as evaluated by Experiments 14 and 15, the dot product gives even better performance
with increase in correlation coe�cient exceeding 0.05. Furthermore, these experiments show
that the performance of cosine similarity deteriorates with increasing dimension, which does
not happen for the dot product.
The dot product, as the best performing measure, was therefore used as a default for other

experiments.

Term Vector Aggregation

The implementation o�ers three possible aggregators for combining the individual term-weight
vectors such as TF or IDF-BOA into one term-weight vector per modality. The aggregation
is performed on a per component basis. The challenge is that WordNet-based term-weight
vectors are sparse � they may have zero values on some positions, however, it is not desirable
for the result of the aggregation to be zero, when other term weights have non-zero values on
the corresponding positions. Such behaviour is manifested e.g. by geometric average.
Experiment 16 shows that this is indeed an issue. If geometric average is used as an

aggregator, the performance is mediocre. The two aggregators that we have proposed provide
markedly better performance providing an increase of 0.3. It should be noted that we assume
that the impact would likely be much smaller should all aggregated vectors be dense, without
non-zero entries. This corresponds to the WordNet term-weight vector not being used.
The best performing Custom Aggregator 1 is used as default in other experiments.

Inverse Document Frequency

Experiments 6 and 7 demonstrate that using IDF term-weight vector improves performance.
IDF-BOA is slightly superior to IDF-ALL, however both give results over TF-only baseline.
These experiments are limited to crawling depth 0. Experiment 8 carried out under crawling
depth 1 shows IDF-BOA giving initially better results than IDF-ALL. However, performance
of IDF-BOA quickly deteriorates with increasing maxLinksToFollow, while the performance
of IDF-ALL remains virtually stable. Nevertheless, all three experiments carried out under
the �rstn article selection indicate that IDF improves performance over TF-only baseline and
that the contribution of IDF-ALL can di�er from contribution of IDF-BOA by as much as
0.02.
An interesting perspective gives a comparison of Experiment 11 with Experiment 14. These

two experiments allow to compare IDF and non-IDF setup under the mostsim article selection.
The results indicate that using IDF improves the correlation coe�cient by about 0.05. In the
mostsim context, the di�erence between IDF-BOA and IDF-ALL is diminished to around
0.01. Nevertheless, using both IDF-based term-weight vectors simultaneously does provide a
small performance increase, as best shown by Experiment 13.
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WordNet

Experiment 1 shows that using WordNet as a positive term list and lemmatizer

(through discardTermsNotInWordnet parameter set to true) has slight negative impact on
peak performance if crawling depth is 0. This is compliant with the intuition that an article
directly describing the word will not contain much noise words. Experiment 11 shows that
for crawling depth 1, setting discardTermsNotInWordnet to true has virtually no impact. The
same experiment also shows that this result holds for both �rstn and mostsim article selection.
However, using WordNet as positive term list consistently improves results for shorter term
vector lengths. This can be used to shorten execution time at the expense of a drop in the
classi�cation quality.
WordNet similarity measures can be used to create WordNet term-weight vector. The

best performing WordNet similarity measure for this purpose is Jiang and Conrath (JCn) from
the JWordnetSim library as shown in Experiment 3. The increase in performance outperforms
even a weighted average of all measures. Nevertheless, Experiment 5 shows that even the best
performing measure does not improve the baseline created by all modalities. Again, these
results apply for �rstn article selection.
In contrast, Experiments 13 and 15 show that using WordNet term-weight vector (again

average of all WordNet measures) improves the performance over the baseline. These latter
two experiments di�er in a) mostsim used for article selection instead of �rstn and b) at least
one IDF-based term-weight vector used in addition to TF.
We also investigated the impact of the choice of the infocontent �le on the results. The

evaluation spanned 20 infocontent �les provided by Ted Pedersen,4 only infocontent �les
for compounds were excluded. This list includes �les created from the Brown corpus, British
National Corpus, Penn TreeBank, Semcor, and Complete Works of Shakespeare, each with
several variations in IC computation. These �les were individually tried for computing the
WordNet term-weight vector in our best performing setup (in-link modality, IDF-ALL, IDF-
BOA, JWordnetSim-JCn). The results indicate negligible (about 0.001) impact on BOA per-
formance.

Best Performing Con�guration

The standard use of bag-of-words approach involves term frequency, possibly TF-IDF, and
cosine similarity as the vector comparison measure. Performance of the baseline setup was
investigated in Experiment 17. It should be noted that our BOA implementation does not
support multiplication used in TF-IDF as an aggregator, therefore in the experiment we used
geometric average as the closest available aggregator. The best result obtained with this setup
is 0.625 (0.55 without IDF). These baseline classi�ers are compared with a full-featured BOA
classi�er involving all modalities in the distance of one link, which achieves performance of
0.7190. It should be emphasized that all experiments involve stop-word removal.
This best-performing setup is computationally expensive, especially due to high costs asso-

ciated with crawling the Wikipedia in all three modalities. Using only the in-link modality,
the performance is with 0.7185 virtually the same, however with smaller computational de-
mands. As shown by Experiment 18, correlation coe�cient of 0.69 can be obtained without
any crawling, only by exploiting the text contained in the entity article. Using modalities
(crawlingDepth > 0) thus improves the performance by around 0.03.

4http://www.d.umn.edu/~tpederse/Data/WordNet-InfoContent-2.0.tar.gz [Retrieved on 11 June 2012]

http://www.d.umn.edu/~tpederse/Data/WordNet-InfoContent-2.0.tar.gz
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6.5. BOA on Czech Traveler Dataset

There are several principal options how BOA experiments on the Czech Traveler dataset can
be carried out, which relate to di�erent degrees of supervision the BOA algorithm allows:

• no labeled instances5 provided for training phase with meta parameters set heuristically
(e.g. based on results obtained on the WordSim353 dataset).

• no labeled instances with meta parameters determined by the genetic parameter esti-
mation algorithm from a subset of the Czech Traveler dataset

• labeled instances are provided, with two-fold cross validation one half of the Czech
Traveler dataset is used for training and the other half for testing. There are two
variants of this �most supervised� run, depending on whether:

� name of the target class is used as a training instance,

� name of the target class is not used as a training instance.

These options translate into four BOA con�guration setups. The cross validation setup is
presented in Subs. 6.5.1 and the parameter estimation procedure in Subs. 6.5.2.

6.5.1. Repeated Two-fold Strati�ed Crossvalidation

The Czech Traveler dataset was partitioned into two strati�ed subsets, i.e. the proportion
of all target labels was the same (with maximum absolute di�erence of 1) in both subsets.
This random partitioning was repeated ten times, ten pairs of training and testing datasets
emerged from this process. For experimental results listed in Table 6.13 involving cross vali-
dation (Experiments 3,4,7,8), the result is an average for these ten splits. For the remaining
experiments 1,2,5,6, the results were obtained by running the experiment on the entire Czech
Traveler dataset.

6.5.2. Parameter Estimation

BOA parameters were determined with the genetic parameter estimation algorithm using the
training set from the �rst split produced for cross validation.
The base XML con�guration �le contained all available features in our BOA implementa-

tion: all modalities and supported crawling depth up to 1. For the training phase, all the
implemented term-weight vectors were available in each modality: IDF-ALL, IDF-BOA and a
WordNet aggregate term-weight vector over all implemented measures in JWSL and JWord-
netSim libraries. For the test phase, only term frequency was available. The global parameters
were also subject to optimization, most importantly the discardTermsNotInWordnet parame-
ter, maxTermVectorLength and similarityFunction. Altogether there were about 100 features
subject to optimization.
The genetic algorithm setup was as follows: maxGenerations = 50, populationSize = 60,

maxGensWithoutImprovement = 5, mutationProb = 0.2. The genetic algorithm was run
separately for each of the six experiments, where parameter estimation is involved.

5For each target class, there is technically always one �training� instance � the name of the class mapped to
a Wikipedia article.
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6.5.3. Results

The results are depicted in Experiments 1-4 in Table 6.13. The best result of 0.57 is obtained
by a supervised run. Comparing this value with results for the SCM classi�er in Table 6.10, it
is clear that SCM provides with best value of 0.74 signi�cantly better performance. Referring
to Table 6.8 and Table 6.9, it is clear that the BOA result is surpassed by most single WordNet
similarity measures. Additionally, SCM is computationally much less intensive: it does not
require any training, and even classi�cation is faster.
It is interesting to see BOA underperform SCM on the Czech Traveler dataset by quite a

large margin, and the opposite result on WordSim353. We provide two plausible explanations:

• The nature of the tasks performed on the WordSim353 and Czech Traveler datasets is
di�erent. The setup of experiments on the WordSim353 dataset is quite special in the
broader data mining context � there are no testing instances and target classes. Also,
for a particular similarity result it is not possible to say whether it is good or bad.
The overall performance is seen only from the rank correlation on the entire dataset.
In contrast, the Czech Traveler dataset is conceived as a regular data mining dataset.
There are eight target classes and 143 entities, each assigned one of the target classes.

• The nature of the entities involved is di�erent. While WordSim353 contains almost
exclusively general words, which can be mapped to information-rich Wikipedia pages,
Czech Traveler dataset contains a large proportion of named entities with very brief
Wikipedia pages.

In order to explore the signi�cance of the second reason, a special WordNet mapped version
of the Czech Traveler dataset was prepared. Entities in this dataset that could not be directly
mapped to WordNet were replaced by their WordNet mappings. In other words, the entities
were �rst mapped to WordNet and then to Wikipedia. The seed articles used are listed in the
last column in Table D.4 - Table D.6. The results on this amended dataset are presented in
Experiments 5-8 in Table 6.13. While there is some impact on performance, the improvement,
if any, is not of the scale which was expected.

Table 6.13.: BOA Experiments on Czech Traveler dataset. Results are reported in terms of
accuracy (correctly classi�ed entities / all entities)

Direct Wiki Mapping WordNet Mapping

Experiment number 1 2 3 4 5 6 7 8

parameter estimation no yes yes yes no yes yes yes
training with cross validation no no yes yes no no yes yes
training with target classes no yes no yes no yes no yes
result 0.29 0.55 0.57 0.58 0.31 0.55 0.44 0.42

6.6. Final Assessment

In this section, we summarize the experimental results obtained with SCM and BOA al-
gorithms across the Czech Traveler and WorsSim353 datasets. We separate the discussion
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according to the algorithm used into two subsections.

6.6.1. SCM algorithm

Concerning the results of the WordNet similarity measures on the WordSim353 collection, the
variations between individual measures were very small with all measures giving correlation
coe�cient between 0.31-0.34. There was one exception, in a particular setup consisting of
Most Frequent Sense (MFS) assumption in combination with the JWordnetSim library, Jiang
and Conrath gave only 0.23-0.24.
For the Resnik measure we have obtained virtually the same results as reported in [SP06].

The di�erence of around 0.01 might be partly attributed to the use of di�erent Information
Content values, since [SP06] do not report on what corpus they were computed from, and
partly to the used method to measure correlation. Spearman correlation coe�cient is employed
in our research and in other more recent papers, while Pearson product-moment correlation
is used by [SP06].6 We are not aware of the results for Lin, Jiang and Conrath and Pirro and
Seco on the WordSim353 collection that we provide being available in previous papers.
The SCM algorithm gave a comparatively better result on the Czech Traveler dataset.

There, the di�erence in performance of individual measures was much larger. The best per-
forming single measure was with 73% of correctly classi�ed entities the Lin measure under
Synset Similarity Maximization. The worst performing measure was with 0.38 accuracy again
the Jiang and Conrath under the MFS assumption. The average for all measures yielded
performance between 0.55 to 0.74.

6.6.2. BOA algorithm

An extensive evaluation of the BOA algorithm was performed. The experimental results
reported in Sec. 6.4 summarize close to 1.000 runs of the BOA algorithm with di�erent con-
�gurations. The results indicate which of the proposed features and parameters are most
e�ective in producing similarity scores that are close to human:

• WordNet term-weight vector � the entries of this vector are values of Jiang and Conrath
similarity computed with the JWordnetSim library between the term and the training
entity.

• IDF-BOA � a term-weight vector based on a variation of the IDF measure. The same
formula is used, but document frequency is replaced with �BOA frequency� � number of
entities for which the term occurs at least once. IDF-BOA improves performance also if
used alongside a term-weight vector based on the �regular� IDF measure.

• Custom Aggregator 1 � was proposed to aggregate multiple term weight functions, in
context of the term weight functions in our BOA classi�er, it provides superior perfor-
mance to geometric average.

• Dot product on L1 normalized term-weight vectors � according to the experimental re-
sults, dot product on L1-normalized term-weight vectors consistently outperforms cosine
measure. There is also a computational advantage to using dot product. The L1 normal-
ization follows from our BOA model, so no extra operations are necessary. In contrast,

6The values of Pearson product-moment correlation are used interchangeably with Spearman rank correlation
e.g. in [GM07].
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cosine similarity implies L2 normalization, which has to be carried out as an additional
operation.

• In-link modality � using articles that link to the article describing the word (entity arti-
cle) provides best performance in comparison to using articles that are identi�ed through
links from the entity article, or articles in the same category. Perhaps surprisingly, the
in-links even surpass an unweighted average of all the three implemented modalities.
To achieve best performance, it su�ces to select 10 to 20 linked articles that are most
similar to the entity article.

• For best performance, it is su�cient to select 10,000 terms with the highest BOA fre-
quency.

BOA classi�er is a text-based method. The best performing text-based classi�er on the
WordSim353 dataset reported in [SP06] achieved only 0.20 Spearman rank correlation. This
classi�er used only the text of the articles, to which the words in the WordSim353 dataset
were mapped to.7 Our best-performing classi�er that uses also only the text of the entity
article (crawlingDepth parameter 0) produces correlation result of 0.69.
Comparison with results of state-of-the-art WSC algorithms that use other than text infor-

mation from Wikipedia is also favourable. By involving also related articles, but no labeled
data, BOA classi�er achieves 0.72 Spearman rank correlation on the WordSim353 dataset.
This result is thus placed in between Wikipedia Link Measure (0.69) and the best performing
Explicit Semantic Analysis (0.75). Our best performing con�guration left at their default
values many parameters such as weights of levels, modalities and term-weighting functions.
Our preliminary results indicate that proper adjustment of the Wm, Wl,m and Wm,l,t weights
can further improve the results by more than 0.01.
Contrary to our expectations, BOA has mediocre performance on the Czech Traveler dataset.

The best performing supervised setup correctly classi�ed only 58% of entities, which compares
badly with the 74% of correctly classi�ed entities by the best SCM classi�er. Further research
is needed to identify the causes. It may be also the case that similar issues are encountered
by other Wikipedia-based algorithms. As a �rst step for future work, we therefore suggest
evaluation of ESA and WLM algorithms on the Czech Traveler dataset.

7A negligible improvement of 0.01 was observed when only the �rst sentence of the article was used.





7. Conclusions

This thesis aspired to develop a solution for the entity classi�cation problem. In the introduc-
tion, we stated the following speci�c requirements:

• holistically address the entity classi�cation problem:

� extract entities from plain text,

� accept user-de�ned set of target classes or no set of classes at all,

� require no training set from the user,

• have results comparable with the state-of-the-art algorithms,

• disambiguate using global context,

• follow zeitgeist, but maintain (near) real time classi�cation performance,

• use English as the target language, but allow for extensibility to other languages.

In the following, we will go through this list and show to what degree these points were met.
For the purpose of tackling the entity classi�cation problem several algorithms were pro-

posed and implemented. Sec. 7.1 shows that the designed solution completely addresses the
entity extraction and classi�cation problem. We can conclude that the performance of the pro-
posed BOA algorithm is comparable with the state-of-the-art in the realm of Word Similarity
Computation (WSC). Evaluation on the WordSim353 dataset, the gold standard in the WSC
domain, shows only 0.03 di�erence from the state-of-the-art algorithm ESA. However, Word-
Sim353 dataset is of rather academical nature. The BOA and SCM algorithms were therefore
benchmarked also on a real-world Czech Traveler dataset. The results are summarized in
Sec. 7.2.
An issue is the evaluation of the algorithms in the disambiguation task. We were not able to

�nd a suitable dataset for this task, perhaps since classi�cation of entities into a user-de�ned
set of classes is not a fully established �eld. This is one of the reasons why the disambiguation
algorithm proposed and developed for the use with our BOA remained experimentally unver-
i�ed as discussed in Sec. 7.3. Sec. 7.4 highlights relatively low computational demands and
the ability to work against live Wikipedia, which applies to both SCM and BOA algorithms.
Sec. 7.5 gives account of the extensibility of the proposed algorithms from English to other
languages. Sec. 7.6 lists minor contributions of potentially standalone applicability.

7.1. Addressing the Entity Classi�cation Problem

This dissertation was motivated by a practical problem of using the text attached to images or
videos to provide additional information to the image classi�er. The algorithms and software
developed within this dissertation were therefore designed and implemented with the intent
to be used in a speci�c practical application, which required a complex approach and put
constraints on software architecture as well as hardware requirements.
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7.1.1. Extract Entities from Plain Text

In the course of the research it appeared that the entity classi�cation is not an established
discipline per se, although there are several closely bordering areas such as named entity recog-
nition, word similarity computation and word sense disambiguation. In the thesis, we decided
to focus solely on entity classi�cation, putting entity extraction aside as a seemingly easier
problem for which the ready-made approach based on the GATE ANNIE pipeline taken in the
SCM implementation yields satisfactory results. Entity extraction problem is not addressed
by our BOA implementation.

7.1.2. Unsupervised, Semi-Supervised Learning

If THD is used as a standalone classi�cation algorithm, it performs unsupervised classi�cation.
The target classes are the hypernyms discovered.
The set of available target classes for SCM algorithm is determined by the set of words

in WordNet. SCM does not have any training phase, nor does it require or can use any
labeled instances. Instead, the algorithm uses knowledge previously inserted by experts into
the WordNet thesaurus. Since SCM works with a user-de�ned set of target classes, it can be
perceived as a semi-supervised learning algorithm.
The target class in the BOA algorithm is designated by a Wikipedia article. This article

also constitutes the only required labeled instance, which is used as a seed to obtain other
articles for the target class. The method optionally allows to specify multiple labeled seed
articles for one class. BOA is a typical semi-supervised learning algorithm.

7.2. Performance

Algorithms devised within this dissertation did not yield improvement over the 0.75 correlation
with human judgment achieved by ESA on the WordSim353 dataset, to the author's knowledge
the best result by a single algorithm to date. However, using only the textual information
from Wikipedia, our BOA algorithm run without any labeled data achieves correlation of 0.72.
This not only exceeds the text baseline of 0.19-0.20 reported in [SP06], but also the Wikipedia
Link Measure (WLM) [MW08], which has been with 0.69 correlation coe�cient one of the best
performing algorithms so far. In fact, BOA matches the performance of WLM by producing
correlation of 0.69 by using only the text of the article de�ning the word, and not using any
�bag� of articles at all.
The WordSim353 dataset, the standard benchmark in the WSC area, contains small number

of named entities, with most entries in the dataset being generic nouns, it therefore provides
a poor benchmark for the entity classi�cation problem.
It is a matter of future work to thoroughly investigate the comparative performance of

BOA to other algorithms on an entity classi�cation rather than WSC dataset. The �rst
results obtained on the Czech Traveler dataset indicate that the performance may not be as
good as could be expected based on the encouraging results on the WordSim353 dataset. The
best supervised run of the BOA algorithm correctly classi�ed only 58% of entities. In contrast,
the results of the SCM algorithm were comparatively better with 74% of correctly classi�ed
entities in the best performing setup. While the classi�er in the SCM algorithm is based on
existing WordNet similarity measures, we have contributed to this result through our THD
algorithm, which allowed to map many of the input named entities to WordNet.
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In a standalone evaluation of THD on Czech Traveler dataset the algorithm returned a
correct hypernym for 62% of entities, for which not even the head noun could be mapped to
WordNet in a straightforward way. It should be noted that a hypernym discovery algorithm,
based also on our THD approach, was with good results evaluated on a German dataset within
the recent paper [LLM11].
Out of the two algorithms proposed in this dissertation, BOA stands a comparison with the

state of the art in the WSC context. Since most existing state-of-the-art WSC approaches
use Wikipedia [GM07, MW08, SP06] (listed in the decreasing order of their performance on
the WordSim353 dataset), this comparison is in our opinion fair, as BOA relies on the same
knowledge source. It could be objected that since we did not rerun the experiments for other
algorithms, di�erent Wikipedia snapshots had to be inevitably used which might a�ect the
results. Fortunately, the WordSim353 dataset contains general words, the Wikipedia entries
for which, we assume, did not undergo evolution of the scale that could signi�cantly a�ect the
results.

7.3. Disambiguation

We noticed in our past work [CKN+08, KCN+08a] that object annotations tend to have
common global context within the collection. Referring to the image use case, the collection
of images classi�ed could come from the same football match. To the best of the author's
knowledge, existing WSC algorithms do not exploit the global context of the test set. A
generic disambiguation algorithm was designed and implemented as part of BOA within this
dissertation.
Unfortunately, due to the lack of an apt test dataset, the disambiguation algorithm was

not evaluated. The WordSim353 dataset is not suitable for evaluating disambiguation, since
(1) individual word pairs in the dataset do not share a common context, (2) applying the
most frequent sense assumption results in incorrect disambiguation only for a fraction of
entries. Although the Czech Traveler dataset was conceived also with the intent to evaluate
disambiguation algorithms, it turned out that this dataset is also not suitable for this purpose,
as the �rst sense is the best selection for almost all entities.

7.4. Following the Zeitgeist and Computational Requirements

It seems that as the performance of the existing methods increases, the demands on prepro-
cessing increase, too. The �rst proposed Wikipedia-based WSC algorithm, WikiRelate!, is
relatively e�cient when it comes to preprocessing as it works only with the category hierarchy
in addition to the text of Wikipedia articles that represent the two concepts compared. The
best performing ESA method [GM07] involves parsing of all Wikipedia articles and extensive
preprocessing [MW08]. The most favourable ratio between performance, and computational
and preprocessing requirements is given probably by the WLM algorithm [MW08], which re-
quires no preprocessing other than extraction of Wikipedia link structure and statistics on
how often are anchors used to link to di�erent concepts. This information can be obtained
directly from Wikipedia XML dumps.
As around 1,000 new articles are added daily to Wikipedia, the reliance on intensive pre-

processing may for topical entities turn as a disadvantage. The excessive preprocessing/com-
putational costs of some algorithms was also noted in [MW08].
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The SCM algorithm THD component runs in near real-time against live Wikipedia. It
requires only one Wikipedia search and a subsequent download of the top matching article
(several articles). A user of the algorithm therefore needs to wait only several seconds maxi-
mum (largely depending on the response time of the Wikipedia API) to get answer to a single
query for a hypernym. The classi�cation of a test entity with SCM takes generally less than
one second provided that the test entity can be also directly mapped to WordNet and the
number of target classes is not too large.
The BOA algorithm can in principle run against live Wikipedia as well, as it does not require

any global knowledge. For BOA in minimum con�guration, the requirements are the same as
for THD: one Wikipedia search and the download of the top ranked article.
The articles in the out-link and same category modalities can be obtained from the entity

article. The Meadiawiki �what links here� feature can be used to obtain the articles in the
in-link modality. What concerns the term weight functions, all but IDF-ALL (the �classical�
IDF) do not require information from articles outside the entity bag. Our experiments showed
that the IDF-ALL measure can be with little impact on results replaced by IDF-BOA, which
is computed only from articles in the bag. Also, IDF-ALL is a quite robust measure. Its
values from an older Wikipedia snapshot will be likely available for virtually all words in any
new Wikipedia article. Should a value not be available, it can be assumed that the document
frequency for this word is 1 (the word appears in a new article for the �rst time) and the
IDF-ALL value can be based on this estimated.
A simple training setup can take about one second to create a BOA representation for one

target class. The time to create a BOA representation for a test entity is lower, because only
term frequency needs to be computed. On the other hand, for test entity an extra time is taken
by Wikipedia search, which maps it to a Wikipedia article. The time taken by classi�cation,
i.e. the similarity computation between the test entity and each target class, depends primarily
on the selected BOA dimensionality, number and type of term-weight vectors, crawling depth,
and the number of target classes.
To give a quantitative perspective, a complete run of the BOA setup on the WordSim353

dataset involving only the entity article using the IDF-ALL and IDF-BOA term-weight vectors
takes about 20 seconds and produces correlation coe�cient 0.68. An additional improvement
of 0.01 to 0.69 can be obtained by plugging-in the JCn WordNet term-weight vector, with the
execution time rising to 100 seconds (including a time intensive initialization of the memory-
based JWNL store). The best performing con�guration involving the in-link modality (crawl-
ing depth 1) with IDF-ALL, IDF-BOA and JCn WordNet term-weight vector takes about 20
minutes and produces correlation coe�cient of 0.72.1

While BOA is not as low-cost as WLM, it still o�ers near real-time classi�cation while pro-
viding a slight improvement of results on the academic WordSim353 dataset. Our conjecture
is that the di�erence in the results will be greater in favour of BOA on real-world datasets,
where entities are more likely to be associated with too few links for WLM to work reliably.
We leave evaluation of this hypothesis for future work.
A potential technical advantage of our BOA implementation is that it operates on a standard

Wikipedia Lucene index produced (with modi�cation of two �ags) by Mediawiki Lucene Search
Extension. An interesting feature of the Lucene Search Extension, which can be perhaps
exploited in the future, is its ability of to perform incremental updates of the index.

1Single threaded execution on Intel Xeon E5220, 15,000 rpm hard disk. The values reported exclude time
required to map entities to Wikipedia article titles.
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7.5. Applicability to Other Languages

All design and evaluation in this thesis was done with English as the target language. This
followed from the requirements of the SCM and THD algorithms. Resource wise, the former
relies on the free availability of a thesaurus, and the latter on the free availability of an ency-
clopedic resource. Also, the THD algorithm requires the availability of third party language
processing tools: tokenizer and POS tagger. Last but not least, the core task in developing
the THD algorithm was devising the grammar for the language used in the selected encyclo-
pedic resource. It is clear that the author needs to have a good command of this language,
in order to be able to devise a formal hypernym extraction grammar. This latter requirement
e�ectively narrowed the choice of languages to Czech and English. Although there is a Czech
version of Wikipedia, and a Czech version of WordNet (EuroWordNet), these resources have
lower coverage than their English counterparts and they are not free.2 Notwithstanding the
availability of language processing tools for Czech, English was the natural choice.

7.5.1. SCM and THD

The circumstances of our choosing English for SCM and THD, as discussed above, hint at
possibilities for extending these tools for other languages. Interestingly, for named entities,
no changes at all may be required. The reason is that once the named entities are extracted
from the input text, they tend to be language independent. Wikipedia also contains redirects
from di�erent spelling variants of the named entity. For example, English Wikipedia contains
a redirect from Czech �Londýn� to �London�. Mapping class names from a particular language
to English WordNet is straightforward and can be automated.
Of course, using Wikipedia of the particular language has its bene�ts, even for named

entities. Local versions are smaller, but they are not subsets of English Wikipedia. Many
named entities of local importance not present in English Wikipedia are covered. However,
use of non-English Wikipedia with THD requires a design of the extraction grammar for the
particular language. While this requires only change of one �le, the application needs to be
recompiled with language processing tools (GATE PRs) for the particular language.
Perhaps the biggest issue is with the SCM algorithm, which consumes either directly words

from the input text, or the result of THD. One possible solution is the use of EuroWordNet
for the particular language, if available, another solution is to translate the input words.

7.5.2. BOA

One of the motives for designing the BOA algorithm was solving the language dependency of
the SCM and THD algorithms. BOA core is a statistical NLP algorithm. We assume BOA
to be applicable with no changes to any language from the Indo-European language family
provided that a Wikipedia for this language exists. Using BOA for a new language generally
requires only creating a Lucene index with the modi�ed Lucene-search Mediawiki extension
from the Wikipedia XML dump as described in Appendix B.7). It is also highly recommended
to use stop-word list for the particular language. Given the relatively small improvement in
performance from the use of WordNet, it is questionable whether the e�ort required to replace
the English WordNet with EuroWordNet, if at all available for the given target language, is
worthwhile.
2http://www.illc.uva.nl/EuroWordNet/finalresults-ewn.html

http://www.illc.uva.nl/EuroWordNet/finalresults-ewn.html
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7.6. Additional Contribution

The development of the SCM and BOA algorithms resulted in several minor contributions of
standalone applicability:

• Entity resolution component introduced in Subs. 1.2.1 is the only unsupervised algorithm
known to the author which runs in near-real time against on-line Wikipedia.

• JAPE grammar designed as part of THD in Subs. 1.3.3 was one of the three used to
construct the lexico-syntactic baseline in the 2011 paper [LLM11].

• New WordNet similarity based term-weighting function is proposed in Subs. 2.3.3. This
term-weight vector was experimentally shown to improve classi�cation results on the
WordSim353 dataset.

• A framework for handling multiple term-weighting functions is proposed in Subs. 2.3.4.

• A new aggregator operator was proposed in two variants in Subs 2.3.5 for aggregating
multiple term-weight vectors in situations, when some of the term-weight vectors may
have missing entries.

• The o�cial Lucene index created by the Mediawiki Lucene Search extension was found
to provide su�cient information for our BOA algorithm, after a few minor changes to
the indexing module as documented in Subs. 2.6.6. According to a preliminary analysis,
it could be used as a knowledge source for other Wikipedia-based WSC algorithms,
in particular for WLM and perhaps for ESA. We believe that using a standard data
structure is preferable to a custom-designed solution.

• A general genetic algorithm which searches for best values of con�guration parameters
for a machine-learning algorithm is covered by Sec. 2.7.

• Survey of the newly established �eld of Wikipedia-based word similarity computation is
given in Sec. 3.3.

• Chapter 4 presents a comprehensive survey of WordNet similarity measures and their
implementations.

• Qualitative and quantitative evaluation of Wikipedia as a source of text for discovering
hypernyms with Hearst patterns is presented in Chapter 5.

• Designed new dataset for entity classi�cation (Czech Traveler dataset). This dataset,
introduced in Subs. 6.1.3, contains 143 entities with inter-annotator agreement to nine
classes. The dataset is listed in full with ground-truth and automatically established
WordNet and Wikipedia mappings in Appendix D.

• Performed evaluation of Jiang and Conrath, Lin, Pirro and Seco, and Resnik WordNet
similarity measures on the WordSim353 dataset. In addition to regular, corpus-based
information content computation for Resnik and Lin, all the measures were evaluated
also with intrinsic information content. The impact of sense selection (most frequent
sense vs maximum similarity) was also assessed. The results are presented in Subs. 6.3.2.

We hope that if not directly the SCM or BOA algorithms, at least some of these additional
results may provide an inspiration for future research.
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List of Acronyms

BOA Bag of Articles (a contributed algorithm)

CC Conjunction POS tag

CD Cardinal Number POS tag

ESA Explicit Semantic Analysis algorithm

GATE General Architecture for Text Engineering (software bundle for NLP)

IC Information Content

IDF Inverse Document Frequency

IN Preposition or subordinating conjunction

JAPE Java Annotation Pattern Engine (regular expressions over linguistic annotations)

JCn Jiang and Conrath WordNet similarity measure

JJ Adjective POS tag

JWNL Java WordNet Library

JWSL Java WordNet Similarity Library

MFS Most Frequent Sense

NE Named Entity

NER Named Entity Recognition

NLP Natural Language Processing

NN Noun POS tag

NNP Singular Proper Noun POS tagg

NNS Plural Proper Noun POS tag

NP Noun Phrase

POS Part of Speech

PR Processing Resource (GATE module)

P&S Pirro and Seco WordNet similarity measure

RB Adverb POS tag

SCM Semantic Concept Mapping (a contributed algorithm)

SSM Synset Similarity Maximization

TF Term Frequency
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THD Targeted Hyperym Discovery (a generic task and contributed algorithm)

VBN Verb past participle POS tag

WLM Wikipedia Link Measure algorithm

WSC Word Similarity Computation

WSD Word Sense Disambiguation
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A. JAPE grammar

This Appendix lists the complete JAPE grammar used by our THD implementation.
Listing 14 shows several rules that create support annotations and features, which are used

by the Hearst pattern grammars: rule TransferSplitAnnotationToTokenFeature serves for
transferring the Split annotation created by Sentence Splitter to true value of the split

feature on the overlapping Token annotation, rule TokenDoesNotOverlapWithSplit ensures
that if the Token annotation does not overlap with the Split annotation, the value of the
split feature is false. The MarkStartOfText rule marks the �rst token with the bof feature.
Listing 15 contains macros referenced from the Hearst pattern grammars.
Listing 16 shows the experimental Hearst pattern grammar, which used the Token bof fea-

ture instead of the Highlight annotation. Listing 17 shows the main Hearst pattern grammar.
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Algorithm 14 Preparation phases
Phase: TransferSplitAnnotationToTokenFeature
Input: Token Split
Options: control=appelt
Rule: TokenOverlapsWithSplit
Priority:1000
({Split}):split
=⇒
{
//get the annotation set
gate.AnnotationSet annSet = (gate.AnnotationSet) bindings.get("split");
//get the only annotation from the set
gate.Annotation splitAnn = (gate.Annotation)annSet.iterator().next();
//get set of tokens overlapping with current annotation
gate.AnnotationSet tokenAS = inputAS.get("Token",
splitAnn.getStartNode().getO�set(),
splitAnn.getEndNode().getO�set());
//if this check is not there an error occurs
if (tokenAS.isEmpty())
return;
//add nonsplit feature to Token annotation
tokenAS.iterator().next().getFeatures().put("split", "true");
}

Rule: TokenDoesNotOverlapWithSplit
({Token}):nonSplitToken
=⇒
:nonSplitToken{
nonSplitTokenAnnots.iterator().next().getFeatures().put("split", "false");
}

Phase: BOFmark
Input: Token
Options: control=once

Rule: MarkStartOfText

({Token}):�rstToken
=⇒
:�rstToken{
�rstTokenAnnots.iterator().next().getFeatures().put("bof", "true");
}
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Algorithm 15 Phase SimpleHearst � Macros
Phase: SimpleHearst
Input: Token Split Highlight
Options: control = appelt

Macro: LHSHearstBody
(
({Token.split=="false"})?
({Token.category == "CD"})?
({Token.category == "JJ"})?
({Token.category == "JJ"})?
({Token.category == "NNP"})?
({Token.category == "NNP"})?
({Token.category == "VBN"})?
({Token.category == "JJ"})?
({Token.category == "JJ"})?
({Token.category == "NN"})?
({Token.category == "NN"})?
({Token.category == "NN"})?
)

Macro: Head
(
({Token.category == "NN"}|{Token.category == "NNP"}|{Token.category == "NNS"})
)

Macro: NameOf
(
({Token.string == "name"})
({Token.string == "of"})
)
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Algorithm 16 Phase SimpleHearst � HearstRule_ArticleStart
Rule: HearstRule_ArticleStart
Priority: 30
(
{Token.string == "is",Token.bof =="true"}
|{Token.string == "are",Token.bof =="true"}
|{Token.string == "were",Token.bof =="true"}
|{Token.string == "was",Token.bof =="true"}
)
({Token.string == "a"}|{Token.string == "an"}|{Token.string == "the"}):hearstArticle
(NameOf)?
(LHSHearstBody)
(Head)
:hearstPattern
=⇒
//there is no java necessary for article start match, since there is no highlight annotation.
:hearstArticle.harticle =
{
kind = "isApattern",
rule = "HearstRule_ArticleStart"

},
:hearstPattern.hearst =
{
kind = "isApattern",
rule = "HearstRule_ArticleStart",
type = "article_start"

}
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Algorithm 17 Phase SimpleHearst � Rule HearstRule_Normal
Rule: HearstRule_Normal
Priority: 50
({Highlight}):highlight
({Token.split=="false"})*
({Token.string == "is"}|{Token.string == "are"}|{Token.string == "were"}|{Token.string
== "was"})
({Token.string == "a"}|{Token.string == "an"}|{Token.string == "the"}):hearstArticle
(NameOf)?
(LHSHearstBody)
(Head)
:hearstPattern
=⇒
:hearstArticle.harticle = {kind = "isApattern", rule = "HearstRule_Normal"},
:hearstPattern {
//get features on the highlighted query
AnnotationSet highlightAnnots = (AnnotationSet)bindings.get("highlight");
Annotation theHighlightAnnot = (Annotation)highlightAnnots.iterator().next();
String diacriticsMatches = (String) theHighlightAnnot.getFeatures().get("DiacriticsMatches");

String caseMatches = (String) theHighlightAnnot.getFeatures().get("CaseMatches");
String type = (String) theHighlightAnnot.getFeatures().get("Type");
String full = (String) theHighlightAnnot.getFeatures().get("Full");
//get the hearstpattern annotation,
AnnotationSet hearstPatternAnnotations = (AnnotationSet)bindings.get("hearstPattern");

//create new feature map
gate.FeatureMap features = Factory.newFeatureMap();
//Annotation hearstPatternAnnot = (Annotation)hearstPatternAnnotations.iterator().next();

//transfer features from highlight to the hearstpattern annotation
features.put("DiacriticsMatches",diacriticsMatches);
features.put("CaseMatches",caseMatches);
features.put("Type",type);
//create features of the hearst match
features.put("kind","isApattern");
features.put("rule","HearstRule_Normal");
//append the new annotation
outputAS.add(hearstPatternAnnotations.�rstNode(),
hearstPatternAnnotations.lastNode(), "hearst", features);
}





B. BOA and SCM Implementation

This appendix lists con�guration options for our classi�er program WikiIndex.jar. While it
is primarily an implementation of BOA, it also allows to use WordNet similarity measures,
which are at the core of the SCM algorithm. This software was used to perform all experiments
in Chapter 6.
It should be noted that since it does not support THD and entity extraction, these were

performed by our older standalone SCM implementation described in Sec. 1.5. The entities
were then provided to WikiIndex.jar already mapped to WordNet entries.
The result of the program is a Spearman rank correlation coe�cient or accuracy, depending

on the experiment type.
The application is available at http://nb.vse.cz/~klit01.

B.1. Experiment Types

The implementation allows to use several experiment types. The root element of the con�g-
uration �le de�nes the name of the ExperimentConfig class, which will be used to parse the
con�guration �le (e.g. evaluation.BOAExperimentConfig in con�g �le from Sec. B.4). The
name of the class, which will carry out the experiment is the name of the root element without
the �Con�g� su�x, e.g. evaluation.BOAExperiment.
The following experiment types are currently de�ned:

• BOAExperiment is intended for classi�cation experiments with the BOA algorithm. The
ground-truth is given in the form of a correct class for unlabeled instance. The return
value of this experiment is accuracy, accuracy = correct/all, where correct is a count
of testing instances for which the classi�cation result is the same as the entry in the
ground-truth �le, and all is the total number of testing instances involved.

• SCMExperiment is intended for classi�cation experiments as described above with SCM.

• WordSim353 is intended for experiments on the WordSim353 collection, where the BOA
classi�er is used to compute a similarity between two input instances. The ground-truth
is given in the form of similarity values given for the input word pairs. The con�guration
�le for this type of experiment does not contain the EntityClassifierTestingConfig

element. The input dataset consists of pairs of terms, each pair being assigned a simi-
larity score. These similarity scores can be translated to a total order of the pairs. The
result of the experiment is a value of the Spearman Rank correlation coe�cient.

• WordSim353Wordnet is intended for experiments on WordSim353 with SCM.

Individual experiments are executed using the evaluation.ExperimentRunner class with
one argument � the path to the XML con�guration �le:

java -jar WikiIndex.jar ExperimentConfig.xml
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B.2. Experiment Con�guration File

Experiment con�guration �le is an XML �le with a number of parameters, which can be
divided into several groups: global, search-related, modality and term-weighting functions.
The names of parameters often include a full path to the class, which uses the parameter. For

the sake of brevity, the con�guration �les were simpli�ed by abridging these rather lengthy
parameter names. Parameters common for both SCM and BOA are listed in Sec. B.2.1.
Settings speci�c to BOA are listed in Subs. B.2.2, and settings speci�c to SCM in Subs. B.2.2.
In addition to the description of the parameters, we give two examples. An example for

BOA experiment on a classi�cation task is given in Appendix B.4. An example for SCM on
a WordSim353 task is given in Appendix B.5.
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B.2.1. Common Parameters

Tables B.3-B.9 give an overview of the majority of available parameters, which are common
for BOA and SCM. Parameters additionalDebugFilesDir, debugLogPath and protocolPath

can be missing. In that case, directory where the experiment �le resides is the BASE and
protocolPath is set to BASE/protocol.xml, debugLogPath to BASE/debug_details directory
and debugLogPath to BASE/debug.log.

Global parameters
experimentClass enum either evaluation.WordSim353 (BOA),

evaluation.WordSim353WordNet (SCM)
for computation on WordSim353 or similar
dataset with Spearman correlation as re-
sult or evaluation.BOAExperiment (BOA),
evaluation.SCMExperiment (SCM) for classi�-
cation task with accuracy as the result

Global path parameters
loggerLevel enum logging granularity (ERROR, INFO, DEBUG, TRACE)
consoleLoggingEnabled booelan if set to true, log messages will be sent also to

standard output
protocolPath string detailed result of the experiment run is saved

into this �le
debugLogPath string logging messages will be saved to this �le
additionalDebugFilesDir string if loggerLevel is set to DEBUG, one .csv �le per

vector similarity computation will be saved to
this directory

Table B.1.: Global technical parameters.
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B.2.2. BOA Speci�c Parameters

Global parameters
similarityFunction enum either dotProduct or cosineSim
wiki_linksDir string path to Lucene wiki.links directory
wiki_mainIndexDir string path to Lucene wiki directory
wiki_useRAMDir boolean Lucene index will be loaded to RAM Directory.

Note that for English Wikipedia index this re-
quires an excessive amount of RAM.

Table B.2.: Global Parameters.

EntityClassi�erTrainingCon�g � Training parameters
entity-
NamesAreWikipedia-
ArticleTitles

boolean the input strings are considered as titles of
Wikipedia articles (true), as noun phrases
(false)

maxTermVectorLength integer maximum length of term vectors return by σ, see
2.3.2

skipUnresolvedTitles boolean If the entity cannot be mapped to Wikipedia, the
training quits if set to false, if set to true the
training continues with the unmapped training
class being omitted.

stopWordListPath string Empty if stop word list is not to be used. See
2.6.3

Table B.3.: Training Parameters
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EntityClassi�erSearchCon�g
disambiguationCuto� integer number of best matching articles to retrieve per

query. Default is 1, greater values leave space
for disambiguation

searchBackupPages integer number of search results to ask the search engine
in addition to disambiguationCutoff. The ex-
cess hits are used if the system fails to parse some
of the top disambiguationCutoff results.

searchServiceURL string location of the routerAPISeach.php script
wrapping the Wikipedia Lucene Extension
search

searchType enum possible values are rawexplain, search. Refer
to Lucene search documentation.

pathToFileWithLucene-
ArticleKeys

string entity names (�rst column) are replaced with
Wikipedia article titles (second column).

searchProvider enum Service � search by service at
searchServiceURL, KeysFromFile use keys
at pathToFileWithLuceneArticleKeys

Table B.4.: Search Parameters

MultipleWeightSparseTermVectorType
TV_Char enum always value TF
TV_Scope enum always value entity
TV_UseType enum value training or testing

Table B.5.: Basic Term Weighting Parameters

Basic Wordnet Con�g
discardTermsNotIn-
Wordnet

boolean Refer to Subs. 2.6.3

TVChar_Wordnet_JWNL
infoContentFileName string path to �le with precomputed information con-

tent values (refer to Subs. 4.3.1)
jwnlinitPath string path to �le with WordNet setup (options: �le-

based/memory-based); in�uences speed but not
results (refer to Subs. 4.3.2)

TVChar_Wordnet_JWSL
wordnetLucenefolder string path to the JWSL Lucene index directory

Table B.6.: Basic WordNet Con�g
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Modalities: TV_Linkxxx
Possible values:TV_LinkSimByCat, TV_LinkOut,TV_LinkIN
crawlingDepth integer corresponds to Lm

max threshold in Eq. (2.20)
WeightingFactor 〈0, 1〉 corresponds to Wm in Eq. (2.19)
WeightFactor_levelx 〈0, 1〉 corresponds to Wm,l in Eq. (2.20). Must be set

for x = 0 . . . crawlingDepth.
maxLinksToFollow integer number of articles in level n+1 related to article

a on level n to use (refer to Subs 2.6.2)
articleSelectionStrategy enum firstn or mostsim (refer to Subs. 2.6.2)

Table B.7.: Modality Con�g Parameters

Term weighting functions: TVChar_xxx
where xxx ∈ {TermFrequency, IDFentireWikipedia,IDFtrainingSet,
Wordnet_Aggregate, Wordnet_JWNL, WordNet_JWSL }
WeightFactor_levelx 〈0; 1〉 corresponds to weight Wm,l,t � re-

fer to Eq. (2.23). Must be set for
x = 0 . . . crawlingDepth.

Table B.8.: Term Weighting Function Con�g Parameters

Additional settings for TVChar_Wordnet_xxx
where xxx ∈ {Wordnet_Aggregate, Wordnet_JWNL, WordNet_JWSL

roundToZeroIf-
UnderWordnetSim-
Threshold_levelx

�oat corresponds to weight T low
l in Eq. (2.109),

this property must be present for x =
0 . . . crawlingDepth

roundToOneIf-
AboveWordnetSim-
Threshold_levelx

�oat corresponds to weight T high
l in Eq. (2.109),

this property must be present for x =
0 . . . crawlingDepth

Additional settings for TVChar_Wordnet_JWNL
Wordnet_simMetric enum shef.nlp.wordnet.similarity.{JCn,Lin}

Additional settings for TVChar_Wordnet_JWSL
Wordnet_simMetric enum {Resnik, Jiang, Lin, Pirro and Seco}

Additional settings for TVChar_Wordnet_Aggregate
WordnetWeight nested

struc-
ture

list of con�gurations: TVChar_Wordnet-
_{JWNL,JWSL}.

Table B.9.: WordNet Term Weighting Function Speci�c Con�g Parameters
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B.2.3. SCM Speci�c Parameters

SCM contains a subset of parameters available for BOA. There are only two SCM speci�c
parameters:

• JWSLMeasures element lists a semicolon separated list of JWSL WordNet measures to
be used,

• JWNLMeasures element lists a semicolon separated list of JWordnetSim measures to be
used.

B.3. Parameter Estimation

Parameter estimation is executed by the following command:

java -jar WikiIndex.jar BOAConfig.xml GAConfig

The two arguments are:

• path to the XML �le, which is a normal BOA con�guration �le as e.g. exempli�ed in
Sec. B.4 (BOAConfig.xml),

• path to the Genetic Algorithm Con�guration �le (GAConfig), which contains the setting
of the genetic algorithm and a list of parameters that should be subject of optimization.
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B.3.1. GACon�g Con�guration File

This �le consists of two sections. The �rst section contains generic settings for the genetic
algorithm, and the second part de�nes features that are subject to evolution. The syntax for
entries in the �rst part is simple: the name of the parameter is followed by space and then by
value.
The syntax for the second part is following:

parameter name,min value,max value,parameter type,context

The context is given by a regular expression. The name of the parameter is searched in
the con�g �le fragment matching the context and replaced by a new value.
An example of GACon�g �le for a BOA classi�cation experiment follows.
This example de�nes 3 features that do not depend on phase, 17 features for the training

phase, and 9 features for the classi�cation phase.

maxGenerations 50

populationSize 60

maxThreads 8

maxGensWithoutImprovement 5

mutationProb 0.2

experimentExecutionType separateJVM

executionCommandforJVMExecutionType java -jar -Xmx2000M ~/WikiIndex.jar

debugLogPath /home/tomas/code/WIKIENTITYCLAS/WikiIndex/experiments/test/GA.log

wikiindex.characteristic.TVChar_Wordnet_JWNL_discardTermsNotInWordnet, true;

false, , enum, .*

wikiindex.config.EntityClassifierTrainingConfig_maxTermVectorLength, 10, 50,

gaussianInteger, .*

evaluation.BOAExperimentConfig_similarityFunction, dotProduct;cosineSim, ,enum

, .*

wikiindex.characteristic.TV_LinkOut_crawlingDepth, 0;1;2, , enum, TV_LinkOut

.*?</wikiindex.termvector.MultipleWeightSparseTermVectorType>.*?

EntityClassifierTrainingConfig

wikiindex.characteristic.TV_LinkOut_WeightFactor_level0, 0, 1, float,

TV_LinkOut.*?</wikiindex.termvector.MultipleWeightSparseTermVectorType>.*?

EntityClassifierTrainingConfig

wikiindex.characteristic.TV_LinkOut_WeightFactor_level1, 0, 1, float,

TV_LinkOut.*?</wikiindex.termvector.MultipleWeightSparseTermVectorType>.*?

EntityClassifierTrainingConfig

wikiindex.characteristic.TV_LinkOut_WeightFactor_level2, 0, 1, float,

TV_LinkOut.*?</wikiindex.termvector.MultipleWeightSparseTermVectorType>.*?

EntityClassifierTrainingConfig

wikiindex.characteristic.TV_LinkOut_maxLinksToFollow, 1, 20, integer,

TV_LinkOut.*?</wikiindex.termvector.MultipleWeightSparseTermVectorType>.*?

EntityClassifierTrainingConfig
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wikiindex.characteristic.TV_LinkOut_weightingFactor, 0, 1, float, TV_LinkOut

.*?</wikiindex.termvector.MultipleWeightSparseTermVectorType>.*?

EntityClassifierTrainingConfig

wikiindex.characteristic.TV_LinkOut_articleSelectionStrategy, firstn;

mostsimilar, ,enum, TV_LinkOut.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>.*?EntityClassifierTrainingConfig

wikiindex.characteristic.TV_LinkOut_aggregationType,

CustomAggregator_PreserveBasicWeight;WeightedGeometricAverage;

CustomAggregator, ,enum, TV_LinkOut.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>.*?EntityClassifierTrainingConfig

wikiindex.characteristic.TVChar_TermFrequency_WeightFactor_level0, 0, 1, float

, TV_LinkOut.*?</wikiindex.termvector.MultipleWeightSparseTermVectorType>

.*?EntityClassifierTrainingConfig

wikiindex.characteristic.TVChar_TermFrequency_WeightFactor_level1, 0, 1, float

, TV_LinkOut.*?</wikiindex.termvector.MultipleWeightSparseTermVectorType>

.*?EntityClassifierTrainingConfig

wikiindex.characteristic.TVChar_TermFrequency_WeightFactor_level2, 0, 1, float

, TV_LinkOut.*?</wikiindex.termvector.MultipleWeightSparseTermVectorType>

.*?EntityClassifierTrainingConfig

wikiindex.characteristic.TVChar_IDFentireWikipedia_WeightFactor_level0, 0, 1,

float, TV_LinkOut.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>.*?EntityClassifierTrainingConfig

wikiindex.characteristic.TVChar_IDFentireWikipedia_WeightFactor_level1, 0, 1,

float, TV_LinkOut.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>.*?EntityClassifierTrainingConfig

wikiindex.characteristic.TVChar_IDFentireWikipedia_WeightFactor_level2, 0, 1,

float, TV_LinkOut.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>.*?EntityClassifierTrainingConfig

wikiindex.characteristic.TVChar_IDFtrainingSet_WeightFactor_level0, 0, 1,

float, TV_LinkOut.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>.*?EntityClassifierTrainingConfig

wikiindex.characteristic.TVChar_IDFtrainingSet_WeightFactor_level1, 0, 1,

float, TV_LinkOut.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>.*?EntityClassifierTrainingConfig

wikiindex.characteristic.TVChar_IDFtrainingSet_WeightFactor_level2, 0, 1,

float, TV_LinkOut.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>.*?EntityClassifierTrainingConfig

wikiindex.characteristic.TV_LinkIN_crawlingDepth, 0;1, , enum, TV_LinkOut.*?</

wikiindex.termvector.MultipleWeightSparseTermVectorType>.*?

EntityClassifierTestingConfig

wikiindex.characteristic.TV_LinkIN_WeightFactor_level0, 0, 1, float,

EntityClassifierTestingConfig.*?TV_LinkIN.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>

wikiindex.characteristic.TV_LinkIN_WeightFactor_level1, 0, 1, float,

EntityClassifierTestingConfig.*?TV_LinkIN.*?</wikiindex.termvector.
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MultipleWeightSparseTermVectorType>

wikiindex.characteristic.TV_LinkIN_maxLinksToFollow, 1, 20, integer,

EntityClassifierTestingConfig.*?TV_LinkIN.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>

wikiindex.characteristic.TV_LinkIN_weightingFactor, 0, 1, float,

EntityClassifierTestingConfig.*?TV_LinkIN.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>

wikiindex.characteristic.TV_LinkIN_articleSelectionStrategy, firstn;

mostsimilar, ,enum, EntityClassifierTestingConfig.*?TV_LinkIN.*?</

wikiindex.termvector.MultipleWeightSparseTermVectorType>

wikiindex.characteristic.TV_LinkIN_aggregationType,

CustomAggregator_PreserveBasicWeight;WeightedGeometricAverage;

CustomAggregator, ,enum, EntityClassifierTestingConfig.*?TV_LinkIN.*?</

wikiindex.termvector.MultipleWeightSparseTermVectorType>

wikiindex.characteristic.TVChar_TermFrequency_WeightFactor_level0, 0, 1, float

, EntityClassifierTestingConfig.*?TV_LinkIN.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>

wikiindex.characteristic.TVChar_TermFrequency_WeightFactor_level1, 0, 1, float

, EntityClassifierTestingConfig.*?TV_LinkIN.*?</wikiindex.termvector.

MultipleWeightSparseTermVectorType>

It should be noted that no integrity checks are performed to ensure that value changes within
the provided bounds will generate a valid con�guration �le. In the listing provided above,
changing

wikiindex.characteristic.TV_LinkOut_crawlingDepth, 0;1;2, , enum, TV_LinkOut

to

wikiindex.characteristic.TV_LinkOut_crawlingDepth, 0;1;2;3, , enum, TV_LinkOut

can result in an invalid con�guration if the crawlingDepth feature is set to value 3 through
mutation. In this case, the implementation will search for level 3 parameters in the BOA

Config XML �le (refer to Sec. B.4), such as:

<LinkOut_WeightFactor_level3>*</LinkOut_WeightFactor_level3>

If the corresponding parameters are not present, the program will �nish with an error. How-
ever, the BOA con�g �le can contain extra parameters. For example, setting crawlingDepth
to 1 for the in-link modality will result in a valid con�guration, the extra parameters for
level 2 which may be present in the con�guration �le will be ignored. An example of such a
parameter is

<LinkIN_WeightFactor_level2>*</LinkIN_WeightFactor_level2>
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B.4. BOA Experiment Con�g Example

This appendix lists a BOA con�guration �le for the classi�cation task used as an example in
Subs. 2.5.
Note that some lines which are not needed by the example, but are required for various

integrity and technical reasons, were omitted from the listing.

<?xml version="1.0" encoding="UTF-8" standalone="no"?>

<evaluation.BOAExperimentConfig>

<additionalDebugFilesDir>debug-details</additionalDebugFilesDir>

<consoleLoggingEnabled>true</consoleLoggingEnabled>

<debugLogPath>debug.log</debugLogPath>

<experimentClass>evaluation.BOAExperiment</experimentClass>

<experimentName>testExperiment</experimentName>

<groundtruthFile>groundtruth.csv</groundtruthFile>

<groundtruth_col>0</groundtruth_col>

<loggerLevel>DEBUG</loggerLevel>

<protocolPath>protocolf1.csv</protocolPath>

<serializationPath>serializedClassifier</serializationPath>

<test_col>0</test_col>

<test_from>0</test_from>

<test_to>0</test_to>

<testingFile>testing.csv</testingFile>

<train_entityname_col>0</train_entityname_col>

<train_col>1</train_col>

<train_from>0</train_from>

<train_to>1</train_to>

<trainingFile>training.csv</trainingFile>

<similarityFunction>cosineSim</similarityFunction>

<wiki_linksDir>wiki.links</wiki_linksDir>

<wiki_mainIndexDir>wiki</wiki_mainIndexDir>

<wikiindex.config.SerializationPolicyEnum>noserialize</wikiindex.config.

SerializationPolicyEnum>

<wikiindex.config.EntityClassifierTrainingConfig>

<wikiindex.config.EntityClassifierTrainingConfig>

<entityNamesAreWikipediaArticleTitles>true</

entityNamesAreWikipediaArticleTitles>

<maxTermVectorLength>10</maxTermVectorLength>

<skipUnresolvedTitles>false</skipUnresolvedTitles>

<stopWordListPath>stopwordlist.txt</stopWordListPath>

<wikiindex.config.EntityClassifierSearchConfig>

<wikiindex.config.EntityClassifierSearchConfig>

<disambiguationCutoff>1</disambiguationCutoff>

<searchBackupPages>10</searchBackupPages>

<searchServiceURL>routerAPISeach.php</searchServiceURL>

<searchType>search</searchType>

<pathToFileWithLuceneArticleKeys>searchkeys.csv</
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pathToFileWithLuceneArticleKeys>

<searchProvider>KeysFromFile</searchProvider>

</wikiindex.config.EntityClassifierSearchConfig>

</wikiindex.config.EntityClassifierSearchConfig>

<wikiindex.termvector.MultipleWeightSparseTermVectorType>

<wikiindex.termvector.MultipleWeightSparseTermVectorType>

<wikiindex.characteristic.TV_Char>TF</wikiindex.characteristic.TV_Char>

<wikiindex.characteristic.TV_Scope>entity</wikiindex.characteristic.

TV_Scope>

<wikiindex.characteristic.TV_UseType>training</wikiindex.characteristic.

TV_UseType>

<LinkType>

<wikiindex.characteristic.TV_LinkOut>

<LinkOut_WeightFactor_level0>0.5</LinkOut_WeightFactor_level0>

<LinkOut_WeightFactor_level1>0.4</LinkOut_WeightFactor_level1>

<LinkOut_WeightFactor_level2>0.1</LinkOut_WeightFactor_level2>

<LinkOut_crawlingDepth>2</LinkOut_crawlingDepth>

<LinkOut_maxLinksToFollow>3</LinkOut_maxLinksToFollow>

<LinkOut_weightingFactor>0.4</LinkOut_weightingFactor>

<LinkOut_articleSelectionStrategy>firstn</

LinkOut_articleSelectionStrategy>

<LinkOut_aggregationType>WeightedGeometricAverage</

LinkOut_aggregationType>

</wikiindex.characteristic.TV_LinkOut>

</LinkType>

<TermVectorChars>

<wikiindex.characteristic.TVChar_TermFrequency>

<TermFrequency_WeightFactor_level0>0.3</

TermFrequency_WeightFactor_level0>

<TermFrequency_WeightFactor_level1>0.4</

TermFrequency_WeightFactor_level1>

<TermFrequency_WeightFactor_level2>0.5</

TermFrequency_WeightFactor_level2>

</wikiindex.characteristic.TVChar_TermFrequency>

<wikiindex.characteristic.TVChar_IDFentireWikipedia>

<IDFentireWikipedia_WeightFactor_level0>0.7</

IDFentireWikipedia_WeightFactor_level0>

<IDFentireWikipedia_WeightFactor_level1>0.6</

IDFentireWikipedia_WeightFactor_level1>

<IDFentireWikipedia_WeightFactor_level2>0.5</

IDFentireWikipedia_WeightFactor_level2>

</wikiindex.characteristic.TVChar_IDFentireWikipedia>

</TermVectorChars>

</wikiindex.termvector.MultipleWeightSparseTermVectorType>

<wikiindex.termvector.MultipleWeightSparseTermVectorType>

<wikiindex.characteristic.TV_Char>TF</wikiindex.characteristic.TV_Char>

<wikiindex.characteristic.TV_Scope>entity</wikiindex.characteristic.
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TV_Scope>

<wikiindex.characteristic.TV_UseType>training</wikiindex.characteristic.

TV_UseType>

<LinkType>

<wikiindex.characteristic.TV_LinkIN>

<LinkIN_WeightFactor_level0>0.5</LinkIN_WeightFactor_level0>

<LinkIN_WeightFactor_level1>0.5</LinkIN_WeightFactor_level1>

<LinkIN_articleSelectionStrategy>firstn</

LinkIN_articleSelectionStrategy>

<LinkIN_crawlingDepth>1</LinkIN_crawlingDepth>

<LinkIN_maxLinksToFollow>20</LinkIN_maxLinksToFollow>

<LinkIN_weightingFactor>0.6</LinkIN_weightingFactor>

<LinkIN_aggregationType>WeightedGeometricAverage</

LinkIN_aggregationType>

</wikiindex.characteristic.TV_LinkIN>

</LinkType>

<TermVectorChars>

<wikiindex.characteristic.TVChar_TermFrequency>

<TermFrequency_WeightFactor_level0>0.6</

TermFrequency_WeightFactor_level0>

<TermFrequency_WeightFactor_level1>0.5</

TermFrequency_WeightFactor_level1>

</wikiindex.characteristic.TVChar_TermFrequency>

<wikiindex.characteristic.TVChar_IDFtrainingSet>

<IDFtrainingSet_WeightFactor_level0>0.4</

IDFtrainingSet_WeightFactor_level0>

<IDFtrainingSet_WeightFactor_level1>0.5</

IDFtrainingSet_WeightFactor_level1>

</wikiindex.characteristic.TVChar_IDFtrainingSet>

</TermVectorChars>

</wikiindex.termvector.MultipleWeightSparseTermVectorType>

</wikiindex.termvector.MultipleWeightSparseTermVectorType>

</wikiindex.config.EntityClassifierTrainingConfig>

</wikiindex.config.EntityClassifierTrainingConfig>

<wikiindex.config.EntityClassifierTestingConfig>

<wikiindex.config.EntityClassifierTestingConfig>

<entityNamesAreWikipediaArticleTitles>true</

entityNamesAreWikipediaArticleTitles>

<skipUnresolvedTitles>true</skipUnresolvedTitles>

<testingNBestToRetainInProtocol>10</testingNBestToRetainInProtocol>

<wikiindex.termvector.MultipleWeightSparseTermVectorType>

<wikiindex.termvector.MultipleWeightSparseTermVectorType>

<wikiindex.characteristic.TV_Char>TF</wikiindex.characteristic.TV_Char>

<wikiindex.characteristic.TV_Scope>entity</wikiindex.characteristic.

TV_Scope>

<wikiindex.characteristic.TV_UseType>testing</wikiindex.characteristic.

TV_UseType>
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<LinkType>

<wikiindex.characteristic.TV_LinkIN>

<LinkIN_WeightFactor_level0>0.3</LinkIN_WeightFactor_level0>

<LinkIN_WeightFactor_level1>0.5</LinkIN_WeightFactor_level1>

<LinkIN_WeightFactor_level2>0.2</LinkIN_WeightFactor_level2>

<LinkIN_articleSelectionStrategy>firstn</

LinkIN_articleSelectionStrategy>

<LinkIN_crawlingDepth>2</LinkIN_crawlingDepth>

<LinkIN_maxLinksToFollow>20</LinkIN_maxLinksToFollow>

<LinkIN_weightingFactor>1.0</LinkIN_weightingFactor>

<LinkIN_aggregationType>WeightedGeometricAverage</

LinkIN_aggregationType>

</wikiindex.characteristic.TV_LinkIN>

</LinkType>

<TermVectorChars>

<wikiindex.characteristic.TVChar_TermFrequency>

<TermFrequency_WeightFactor_level0>1.0</

TermFrequency_WeightFactor_level0>

<TermFrequency_WeightFactor_level1>1.0</

TermFrequency_WeightFactor_level1>

<TermFrequency_WeightFactor_level2>1.0</

TermFrequency_WeightFactor_level2>

</wikiindex.characteristic.TVChar_TermFrequency>

</TermVectorChars>

</wikiindex.termvector.MultipleWeightSparseTermVectorType>

</wikiindex.termvector.MultipleWeightSparseTermVectorType>

<wikiindex.config.EntityClassifierSearchConfig>

<wikiindex.config.EntityClassifierSearchConfig>

<disambiguationCutoff>1</disambiguationCutoff>

<pathToFileWithLuceneArticleKeys>searchkeys.csv</

pathToFileWithLuceneArticleKeys>

<searchProvider>KeysFromFile</searchProvider>

<searchType>search</searchType>

</wikiindex.config.EntityClassifierSearchConfig>

</wikiindex.config.EntityClassifierSearchConfig>

</wikiindex.config.EntityClassifierTestingConfig>

</wikiindex.config.EntityClassifierTestingConfig>

</evaluation.BOAExperimentConfig>
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B.5. SCM Experiment Con�g Example

Below is a sample con�guration for a WordSim353 experiment with SCM using all JWordnet-
Sim measures (JWNL in the con�g �le) and all JWSL measures using the most frequent sense
strategy for both libraries.

<?xml version="1.0" encoding="UTF-8" standalone="no"?>

<evaluation.WordSim353WordNetConfig>

<additionalDebugFilesDir>debug-details</additionalDebugFilesDir>

<consoleLoggingEnabled>false</consoleLoggingEnabled>

<debugLogPath>debug.log</debugLogPath>

<experimentClass>evaluation.WordSim353WordNet</experimentClass>

<experimentName>testExperiment</experimentName>

<groundtruthFile>combined.csv</groundtruthFile>

<groundtruth_col>2</groundtruth_col>

<loggerLevel>INFO</loggerLevel>

<protocolPath>protocolf1.csv</protocolPath>

<serializationPath>serializedClassifier</serializationPath>

<test_col>0</test_col>

<test_from>1</test_from>

<test_to>353</test_to>

<train_col>1</train_col>

<train_from>1</train_from>

<train_to>353</train_to>

<trainingFile>combined.csv</trainingFile>

<testingFile>combined.csv</testingFile>

<wikiindex.config.SerializationPolicyEnum>noserialize</wikiindex.config.

SerializationPolicyEnum>

<useJWSL>true</useJWSL>

<useJWNL>true</useJWNL>

<similarityFunction>dotProduct</similarityFunction>

<JWSL_wordnetLucenefolder>wn_index</JWSL_wordnetLucenefolder>

<JWNL_WordnetICfolder></JWNL_WordnetICfolder>

<JWNL_infoContentFileName>ic-bnc-resnik-add1.dat</JWNL_infoContentFileName>

<JWNL_jwnlinitPath>map_propertiesWN20.xml</JWNL_jwnlinitPath>

<JWSLMeasures>Resnik;Jiang;Lin;Pirro and Seco</JWSLMeasures>

<JWNLMeasures>shef.nlp.wordnet.similarity.JCn;shef.nlp.wordnet.similarity.Lin

</JWNLMeasures>

<JWSL_senseSelectionStrategy>MostFrequentSense</JWSL_senseSelectionStrategy>

<JWNL_senseSelectionStrategy>MostFrequentSense</JWNL_senseSelectionStrategy>

</evaluation.WordSim353WordNetConfig>



204 Chapter B. BOA and SCM Implementation

B.6. Other Con�guration Files

The con�guration XML �le references four �le paths training.csv, testing.csv,
groundtruth.csv and searchkeys.csv.
There is also a column number associated with each of the �rst three �les, which allows

to use only one �le and store the information in di�erent columns. In all these �les semi-
colon is used to separate columns. The use of the �rst three �les depends on the activated
ExperimentConfig class as denoted by the root element of the con�guration �le. We will
therefore �rst describe the searchkeys.csv, which is common for all experiment types.
The searchkeys.csv �le is used to map a noun phrase to an entity article. Each line

corresponds to one mapping, the �rst entry is the noun phrase and the second entry the
title of the entity article. This �le is used for benchmarking to avoid repeated time-intensive
disambiguation of the same noun phrase. The use of this �le is setup independently for test
and training phase, one �le can also be used for both phases.
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B.6.1. Word Similarity Computation Task

This section applies to BOAExperimentConfig and SCMExperimentConfig experiment types.

• training.csv lists target classes. The name of the class is extracted from column on
position train_entityname_col which is optionally followed by the name of one entity
article in train_col. If the second column is missing, the name of the class is interpreted
as a noun phrase. Only the lines with numbers falling in range of the train_from and
train_to parameters (zero-based, inclusive the bounds) are processed.

• testing.csv lists unlabeled instances (noun phrases) in col test_col. Only the lines
with numbers falling in range of the test_from and test_to parameters (zero-based,
inclusive the bounds) are processed.

• groundtruth.csv contains in column groundtruth_col the name of the correct target
class for the unlabeled instance identi�ed by the line number. Only the lines with
numbers falling in range of the test_from and test_to parameters (zero-based, inclusive
the bounds) are processed.

These �les for the Toy example look as follows. For groundtruth.csv we assume that class
1 was given as correct class for the testing entity.

Listing B.1: training.csv
class 1;a1

class 2;a3

Listing B.2: testing.csv
t5 t6 t8

Listing B.3: groundtruth.csv
class 1

Listing B.4: searchkeys.csv
"t5 t6 t8";"a5"

"class 1";"a1"

B.6.2. Classi�cation Task

This section applies to WordSim353Config and WordSim353WordNetConfig experiment types.

• training.csv lists the �rst word in the pair identi�ed by the line number.

• testing.csv lists the second word in the pair identi�ed by the line number.

• groundtruth.csv lists the average similarity value for the pair identi�ed by the line
number

Only the lines with numbers falling in range of the test_from and test_to parameters (zero-
based, inclusive the bounds) are processed. The train_from and train_to parameters are
ignored.
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B.7. Creating the Index

The implementation o�ers a utility which creates a Lucene �Wikipedia� index from arbitrary
data provided by the user. This index can be used in place of the index produced by Lucene-
Search Mediawiki Extension from Wikipedia dumps.
The Index utility is executed by running WikiIndex.jar program with one parameter �

path to the root directory with index �les.

java -jar WikiIndex data/microtest/

The input data for the utility need to be placed in the docs and linkdocs subdirectories
of the root directory. This structure is for the Toy example as follows:

root (dir)

- wiki (dir)

- docs (dir)

- a1.1.cat (file)

- a2.2.cat (file)

- a3.3.cat (file)

- a4.4.cat (file)

- a5.5.cat (file)

- a6.6.cat (file)

- linkdocs (dir)

- a1.1 (file)

- a2.2 (file)

- a3.3 (file)

- a4.4 (file)

- a5.5 (file)

- a6.6 (file)

The tool supports three modalities: in-link, out-link and same category.
The docs directory contains �les with the following mask: article name.id.category

name*. Each �le (article) needs to have at least one category, however multiple categories are
also allowed. The content of the �les corresponds to the content of the articles. For example,
the content of the �le a1.1.cat:

t1 t2 t2

The �les in the linkdocs directory follow the mask articlename.id and contain the links
that lead from the article identi�ed by the �lename. The target articles are listed one per line
and are identi�ed by the article title.
For example, the content of the �le a1.1:

a2

a3

The output of the program are wiki and wiki.links subdirectories created in the root direc-
tory containing the Main and Links Lucene indexes.
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Table C.1.: List of word pairs from the WordSim353 dataset � Set 1, part 1
Word 1 Word 2 Mean 1 2 3 4 5 6 7 8 9 10 11 12 13
love sex 6.77 9 6 8 8 7 8 8 4 7 2 6 7 8
tiger cat 7.35 9 7 8 7 8 9 8.5 5 6 9 7 5 7
tiger tiger 10 10 10 10 10 10 10 10 10 10 10 10 10 10
book paper 7.46 8 8 7 7 8 9 7 6 7 8 9 4 9
computer keyboard 7.62 8 7 9 9 8 8 7 7 6 8 10 3 9
computer internet 7.58 8 6 9 8 8 8 7.5 7 7 7 9 5 9
plane car 5.77 6 6 7 5 3 6 7 6 6 6 7 3 7
train car 6.31 7 7.5 7.5 5 3 6 7 6 6 6 9 4 8
telephone communication 7.5 7 6.5 8 8 6 8 8 7 5 9 9 8 8
television radio 6.77 7 7.5 9 7 3 6 7 8 5.5 6 8 6 8
media radio 7.42 7 7 8.5 9 6 7 7 7 5 7 10 8 8
drug abuse 6.85 7 5.5 8 10 7 9 7 7 4 5 8.5 4 7
bread butter 6.19 6 5.5 8 9 6 8 7 5 6 4 4 3 9
cucumber potato 5.92 7 7.5 7 6 4 6 6.5 4 6 4 5 6 8
doctor nurse 7 7 8 9 7 5 7 7 7 6 6 7 7 8
professor doctor 6.62 6 7.5 8 7 4 6 8.5 6 7 3 6 9 8
student professor 6.81 6 8 9 6 4 8 7.5 8 6 3 8 7 8
smart student 4.62 5 6 5 2 4 6 5 7 4 3 3 5 5
smart stupid 5.81 3 7 9 9 5 8 6 0 6.5 3 5 7 7
company stock 7.08 6 8 9 9 4 8 8 6 6 8 6 6 8
stock market 8.08 8 9 9.5 8 5 9 9 9 7 8 7.5 7 9
stock phone 1.62 3 1 0 1 4 3 1 1 1 3 0 2 1
stock CD 1.31 2 1 0 1 4 1 0 0 1 3 3 1 0
stock jaguar 0.92 1 0 0 1 4 0 2 0 1 3 0 0 0
stock egg 1.81 5 1.5 0 1 3 0 0 2 2 3 1 5 0
fertility egg 6.69 7 8 8 7 4 8 8 8 6 9 2 6 6
stock live 3.73 8 5.5 6 1 4 5 0 0 1 6 2 3 7
stock life 0.92 4 0 0 1 3 0 0 0 2 0 0 0 2
book library 7.46 8 9 8 9 5 9 8 7 6 8 7 6 7
bank money 8.12 8 9 9.5 9 5 9 8 9 6 9 9 8 7
wood forest 7.73 9 6 9.5 7 5 9 9 9 6 8 9 8 6
money cash 9.15 10 9.5 9.5 10 8 9 9.5 10 7 10 8.5 9 9
professor cucumber 0.31 1 0 0 1 2 0 0 0 0 0 0 0 0
king cabbage 0.23 1 0 0 1 1 0 0 0 0 0 0 0 0
king queen 8.58 9 9.5 9.5 10 7 8 8.5 9 8 8 8 8 9
king rook 5.92 7 7.5 7 6 7 8 8.5 0 8 0 6 5 7
bishop rabbi 6.69 7 7.5 8.5 2 5 7 9 7 8 7 6 7 6
Jerusalem Israel 8.46 9 8 9.5 9 8 8 8 8 9 8 9.5 7 9
Jerusalem Palestinian 7.65 9 8 9 8 4 8 8 7 9 8 9.5 5 7
holy sex 1.62 3 0 5 2 1 1 7 0 1 0 0 0 1
fuck sex 9.44 10 9.75 10 10 8 9 9 10 9 10 8 10 10
Maradona football 8.62 9 9 9.5 10 7 9 8.5 8 9 10 9 6 8
football soccer 9.03 9 9.9 9 10 8 7 9.5 10 8 10 9 9 9
football basketball 6.81 8 7.5 8.5 3 3 8 8 6 7.5 8 7 6 8
football tennis 6.63 7 7.25 8.5 3 3 7 8 6 7.5 8 7 6 8
tennis racket 7.56 4 8 9.5 9 4 9 7.5 8 7.8 8 8.5 6 9
Arafat peace 6.73 8 8 9.5 9 2 8 7 7 7 5 7 4 6
Arafat terror 7.65 8 8 9.5 9 5 9 7 7 8 10 8 4 7
Arafat Jackson 2.5 4 7.5 0 2 3 1 0 0 4 1 6 2 2
law lawyer 8.38 9 8 9.5 9 6 9 9.5 9 7 10 6 8 9
movie star 7.38 9 8 9.5 8 6 9 7 8 7 5 6.5 5 8
movie popcorn 6.19 7 6 9 4 5 7 8 9 6 4 6.5 2 7
movie critic 6.73 8 7.5 9.5 9 6 8 7.5 8 5 4 5 3 7
movie theater 7.92 8 8 9.5 9 6 8 8.5 7 7 10 6 7 9
physics proton 8.12 9 8.5 9 10 6 8 8.5 8 7 8 9.5 5 9
physics chemistry 7.35 8 8.5 9 8 5 7 8 7 8 7 7 4 9
space chemistry 4.88 6 8 3 5 5 6 7.5 6 5 3 1 2 6
alcohol chemistry 5.54 8 8 7 5 5 8 6 4 4 2 6 5 4
vodka gin 8.46 9 9.5 9 10 7 8 8.5 9 8 10 6 8 8
vodka brandy 8.13 9 9.25 9 7 7 8 8.5 9 8 10 6 7 8
drink car 3.04 7 0.5 0 2 2 7 5 5 4 0 2 0 5
drink ear 1.31 3 0 0 5 2 2 2 0 1 1 0 0 1
drink mouth 5.96 8 6 7 7 3 7 4 6 7.5 6 6 2 8
drink eat 6.87 8 8.75 9 9 3 7 8 9 7.5 0 5 7 8
baby mother 7.85 9 9 9 9 5 8 7 8 8 10 8 3 9
drink mother 2.65 3 1 1 3 3 7 0 2 6.5 0 4 1 3
car automobile 8.94 9 9.75 10 10 5 6 10 10 7.5 10 10 10 9
gem jewel 8.96 9 9.5 10 10 6 8 8.5 10 7.5 10 10 8 10
journey voyage 9.29 9 9.75 10 10 6 7 9.5 10 9.5 10 10 10 10
boy lad 8.83 9 9.75 10 10 6 5 9.5 9 7.5 10 10 9 10
coast shore 9.1 9 9.75 10 10 6 6 10 8 9.5 10 10 10 10
asylum madhouse 8.87 9 9.75 7 10 6 7 9.5 10 9 10 10 9 9
magician wizard 9.02 9 9.75 10 10 7 6 9 8 8.5 10 10 10 10
midday noon 9.29 10 9.75 9 10 7 6 9.5 10 9.5 10 10 10 10
furnace stove 8.79 9 9.75 9.5 10 7 7 9 9 8 10 10 8 8
food fruit 7.52 8 8.75 8 8 5 7 8 7 7 9 8 7 7
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Table C.2.: List of word pairs from the WordSim353 dataset � Set 1, part 2
Word 1 Word 2 Mean 1 2 3 4 5 6 7 8 9 10 11 12 13
bird cock 7.1 8 8.5 8 7 4 7 7 6 6.8 9 8 7 6
bird crane 7.38 9 8.5 8.5 7 4 7 7 7 7 9 8 7 7
tool implement 6.46 8 6 8 7 4 7 6 6 5 6 10 7 4
brother monk 6.27 8 7 8 8 5 7 8.5 7 5 0 8 5 5
crane implement 2.69 3 6 1 1 4 1 0 6 1 0 9 3 0
lad brother 4.46 8 5.5 5 2 4 3 7 4 2.5 7 5 2 3
journey car 5.85 7 7 7 6 4 6 6 7 5 5 5 4 7
monk oracle 5 7 8 3 4 4 6 5 8 6 3 4 6 1
cemetery woodland 2.08 3 2 1 2 3 6 2 3 3 0 0 1 1
food rooster 4.42 7 4 4 6 3 6 7 2 4.5 2 8 1 3
coast hill 4.38 6 6 6 5 2 6 5 5 4 3 4 1 4
forest graveyard 1.85 4 2 1 1 2 6 1 3 3 0 0 1 0
shore woodland 3.08 6 6 1 1 2 6 5 4 4 3 0 1 1
monk slave 0.92 3 2 1 1 2 2 0 0 0 0 0 1 0
coast forest 3.15 6 6 1 1 2 6 5 4 4 3 1 1 1
lad wizard 0.92 4 0 0 1 2 3 0 0 0 0 0 1 1
chord smile 0.54 3 0 0 1 2 1 0 0 0 0 0 0 0
glass magician 2.08 4 1 4 2 2 3 0 0 0 0 10 0 1
noon string 0.54 2 0 0 1 2 1 0 0 1 0 0 0 0
rooster voyage 0.62 2 0 0 1 2 1 0 0 1 0 1 0 0
money dollar 8.42 9 9.5 9 10 5 8 8.5 8 8 10 8.5 8 8
money cash 9.08 10 9.5 9.5 10 5 9 9.5 10 8 10 8.5 9 10
money currency 9.04 10 9.5 9 10 5 9 9.5 9 9 10 8.5 9 10
money wealth 8.27 9 8 9 9 5 6 8.5 9 9 10 8 9 8
money property 7.57 8 8.25 6 8 5 8 8 7 8.2 8 8 7 9
money possession 7.29 8 8.25 7 7 5 7 7.5 5 9 7 8 7 9
money bank 8.5 9 8 9.5 9 6 9 8.5 9 8.5 10 8 7 9
money deposit 7.73 9 8 9.5 9 5 9 8 7 7 8 7 7 7
money withdrawal 6.88 8 8 9 9 5 9 8 5 6.5 8 2 5 7
money laundering 5.65 8 7 8 7 5 7 7.5 2 5 5 5 0 7
money operation 3.31 4 2 3 5 5 5 2 2 4 3 5 1 2
tiger jaguar 8 9 9 9 10 5 8 7.5 6 8 9 8.5 7 8
tiger feline 8 9 7.5 9.5 8 5 8 8.5 8 8 9 8.5 7 8
tiger carnivore 7.08 9 6 8 5 5 8 7 7 8.1 8 6 7 8
tiger mammal 6.85 9 7 7.5 5 5 7 7 7 8 8 8.5 6 4
tiger animal 7 8 7 7.5 5 5 6 6 7 7.5 9 10 5 8
tiger organism 4.77 8 7 6 1 5 5 1 2 6 4 10 5 2
tiger fauna 5.62 8 7 7.5 1 2 6 7 2 5.5 9 10 5 3
tiger zoo 5.87 8 5.25 8 3 5 7 6 8 6 5 5 5 5
psychology psychiatry 8.08 9 8.5 9.5 9 4 8 8 8 7 9 9 8 8
psychology anxiety 7 7 7 8.5 4 5 8 5 7 8 8 8.5 7 8
psychology fear 6.85 8 7 8.5 4 5 8 5 5 8 8 8.5 7 7
psychology depression 7.42 9 8 9 5 5 8 5 7 8 8 8.5 7 9
psychology clinic 6.58 8 8 9.5 5 4 9 7 6 6 7 6 4 6
psychology doctor 6.42 9 8 9 5 5 8 7.5 6 5 5 7 4 5
psychology Freud 8.21 9 9.25 9.5 10 5 8 8 9 7.5 9 8.5 7 7
psychology mind 7.69 9 9.5 9 9 5 8 5 8 7 8 8.5 7 7
psychology health 7.23 9 8 8.5 5 5 7 5 8 8 8 8.5 6 8
psychology science 6.71 8 7.75 7.5 5 5 7 4 8 6.5 7 9.5 4 8
psychology discipline 5.58 8 7 7.5 6 4 6 4 7 6 8 2 5 2
psychology cognition 7.48 9 9.75 8.5 6 3 8 8 8 6.5 9 7.5 8 6
planet star 8.45 9 9.9 10 10 5 8 8.5 9 8 9 8.5 7 8
planet constellation 8.06 9 8.25 9 9 6 8 8 8 8 9 8.5 6 8
planet moon 8.08 9 8.5 9 9 5 8 7 9 8 10 8.5 7 7
planet sun 8.02 9 8.75 9 8 5 8 7 9 8 10 8.5 7 7
planet galaxy 8.11 9 8.25 9.5 8 5 8 8 8 8.2 10 9.5 6 8
planet space 7.92 9 8 9.5 6 5 8 7 8 8 10 9.5 6 9
planet astronomer 7.94 9 8.25 9.5 8 5 8 7 7 8 10 7.5 7 9
precedent example 5.85 6 8.5 9.5 10 3 7 6 8 1 1 9 2 5
precedent information 3.85 5 5.5 6 8 4 5 1 2 0 1 7.5 2 3
precedent cognition 2.81 6 5.5 2 7 3 3 0 0 0 1 7 1 1
precedent law 6.65 8 7 8.5 8 3 8 7 5 7.5 8 8.5 5 3
precedent collection 2.5 7 5.5 1 3 3 5 0 0 0 0 6 1 1
precedent group 1.77 6 1 1 2 3 5 0 0 0 0 4 1 0
precedent antecedent 6.04 9.5 0 9.5 9 4 7 7.5 7 8 7 5 3 2
cup co�ee 6.58 9 8 9 8 5 9 8 5 6.5 5 4 3 6
cup tableware 6.85 7 8.5 8 9 5 7 7 4 5 9 8.5 5 6
cup article 2.4 1 8.25 6 3 3 0 0 0 0 3 3 2 2
cup artifact 2.92 7 8 1 2 4 0 2 1 5 3 4 0 1
cup object 3.69 8 8 4 2 5 3 2 5 5 0 3 2 1
cup entity 2.15 3 6 3 1 4 3 0 3 4 0 1 0 0
cup drink 7.25 9 7.75 9 8 4 8 6 8 8 6 7.5 6 7
cup food 5 7 7 6 2 3 7 3 7 6 4 4 4 5
cup substance 1.92 3 3 2 1 3 2 1 3 5 0 2 0 0
cup liquid 5.9 9 7.75 7 5 4 7 4 7 7 6 7 4 2
jaguar cat 7.42 9 7 8 8 4 8 7.5 7 7 9 7 7 8
jaguar car 7.27 9 9 8.5 8 4 8 7 7 8 9 4 5 8
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Table C.3.: List of word pairs from the WordSim353 dataset � Set 2, part 1
Word 1 Word 2 Mean 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
energy secretary 1.81 1 0 4 2 4 5 1 1 1 0 1 1 4 0 2 2
secretary senate 5.06 7 1 7 4 4 7 1 3 4 8 4 5 6 7 6 7
energy laboratory 5.09 7 1 7.5 4 6 7 4 6 1 2 4 3 7 9 6 7
computer laboratory 6.78 8 5 8 7 6 9 6 7 6 7.5 4 5 8 9 7 6
weapon secret 6.06 7 4 8 6 6 9 2 6 3 6 5 6 8 9 7 5
FBI �ngerprint 6.94 8 6 8 5 5 9 7 7 6 6 6 8 9 7 6 8
FBI investigation 8.31 9 9 8.5 9 7 9 8 8 8 7.5 6 9 10 9 7 9
investigation e�ort 4.59 5 1 7.5 2 4 7 6 5 2 2 2 7 6 5 6 6
Mars water 2.94 2 1 3 2 1 8 0 4 2 6 1 1 3 0 5 8
Mars scientist 5.63 8 1 7 4 6 8 1 6 5 6 2 9 7 5 7 8
news report 8.16 9 6 8.5 8 7 9 7 8 7 8 7 9 10 9 9 9
canyon landscape 7.53 9 7.5 7 7 7 7 8 7 7 8 6 9 8 6 8 9
image surface 4.56 7 1 5 1 1 5 4 3 4 4 5 5 7 7 8 6
discovery space 6.34 8 2 7.5 9 5 7 4 7 5 6 5 7 8 8 7 6
water seepage 6.56 8 7 9 7 7 8 7 6 0 6 1 8 7 8 8 8
sign recess 2.38 4 1 2 4 5 4 0 4 3 0 1 0 0 0 6 4
Wednesday news 2.22 4 1 4 2 3 6 2 3 0.5 0 1 1 0 1 4 3
mile kilometer 8.66 9 9.5 9 8 9 8 9 9 8.5 7.5 8 8 10 8 9 9
computer news 4.47 5 1 7 6 5 5 1 4 6.5 4 2 5 3 7 6 4
territory surface 5.34 6 2 8.5 4 7 7 8 4 2 6 6 5 6 2 8 4
atmosphere landscape 3.69 7 0 2 1 8 7 1 5 2 0 2 5 6 1 7 5
president medal 3 5 2 1 3 6 6 1 7 2 0 1 3 2 1 4 4
war troops 8.13 8 8.5 9 9 8 8 8 8 6 7.5 8 8 9 8 9 8
record number 6.31 8 6 8 5 7 7 3 4 5 8 5 8 8 5 8 6
skin eye 6.22 7 9 7 3 6 6 7 7 6 7.5 5 6 8 2 8 5
Japanese American 6.5 7 6 8.5 6 6 4 8 7 7 7.5 5 8 9 1 8 6
theater history 3.91 5 6 6 4 5 3 0 3 6.5 6 1 5 1 1 7 3
volunteer motto 2.56 2 5 1 1 4 2 0 3 3 0 4 7 0 3 4 2
prejudice recognition 3 7 4 2 1 6 2 4 5 1 0 6 5 0 0 3 2
decoration valor 5.63 6 8 7 8 8 2 2 9 5 0 7 8 9 1 8 2
century year 7.59 8 9 8 9 7 6 8 8 7 7.5 7 9 8 5 9 6
century nation 3.16 5 0 7.5 5 4 4 0 2 2 4 2 2 2 0 8 3
delay racism 1.19 1 0 1 1 6 1 0 1 0 0 4 0 0 0 3 1
delay news 3.31 7 4 3 1 6 5 6 4 4 0 1 4 3 0 3 2
minister party 6.63 8 7.5 8 7 6 7 8 8 5 7.5 6 1 8 8 8 3
peace plan 4.75 5 2 7 6 7 4 3 5 4 4 5 3 7 2 9 3
minority peace 3.69 6 0 7 3 1 5 6 4 4 4 3 3 5 0 5 3
attempt peace 4.25 7 4 7 2 7 4 2 3 3 4 3 5 5 4 5 3
government crisis 6.56 8 5 8 5 7 7 5 6 5 6 7 8 7 9 7 5
deployment departure 4.25 7 0 2 6 7 5 6 4 2 2 5 6 2 0 8 6
deployment withdrawal 5.88 9 9 6 6 3 8 8 4 3 2 5 8 9 0 8 6
energy crisis 5.94 8 5 8 5 8 8 8 4 1 4 2 7 5 8 8 6
announcement news 7.56 8 7 8 8 8 9 8 6 6 8 8 8 6 8 9 6
announcement e�ort 2.75 5 6 2 2 1 5 4 2 2 2 2 0 3 0 5 3
stroke hospital 7.03 9 8 8 8 7 3 8 7 6 7.5 7 7 9 3 8 7
disability death 5.47 7 8 6.5 4 3 7 7 5 6 2 7 2 8 2 8 5
victim emergency 6.47 8 7 7.5 4 5 6 6 7 6 4 5 6 9 9 9 5
treatment recovery 7.91 8 8 8.5 9 9 8 9 8 6.5 7.5 7 7 10 5 9 7
journal association 4.97 8 2 7.5 7 1 5 4 6 3 6 7 3 7 1 8 4
doctor personnel 5 7 2 8 6 4 7 2 6 2 6 4 5 7 3 8 3
doctor liability 5.19 7 4 8 7 4 6 4 5 4 2 4 2 6 8 7 5
liability insurance 7.03 6 8.5 9 5 8 9 6 8 5 4 7 8 8 5 9 7
school center 3.44 6 1 4 1 5 2 4 3 3 4 5 1 3 3 7 3
reason hypertension 2.31 4 1 1 2 6 1 0 1 3 2 2 7 0 2 3 2
reason criterion 5.91 3 2 8 7 9 3 6 4 4.5 8 7 7 8 6 7 5
hundred percent 7.38 9 5 9 3 10 9 6 7 7 6 6 7 10 9 8 7
Harvard Yale 8.13 9 8 9 10 8 8 9 10 8.5 7.5 8 8 10 0 8 9
hospital infrastructure 4.63 5 2 1 5 6 5 4 7 3 4 5 5 5 3 7 7
death row 5.25 2 7 8 2 8 7 6 3 7 4 2 7 9 0 8 4
death inmate 5.03 4 5 7.5 1 5 4 7 3 6 2 6 6 3 8 8 5
lawyer evidence 6.69 7 6.5 8.5 7 8 6 8 8 7 3 5 8 10 0 9 6
life death 7.88 9 9.5 9.5 5 10 8 8 8 6.5 7.5 8 9 10 0 9 9
life term 4.5 2 8 2 1 8 7 6 3 1 4 2 8 3 3 8 6
word similarity 4.75 6 1 8 2 10 7 6 2 1 4 2 5 0 9 7 6
board recommendation 4.47 6 4 2 1 7 8 3 4 1 7.5 2 7 7 0 7 5
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Table C.4.: The list of word pairs from the WordSim353 dataset � Set 2, part 2
Word 1 Word 2 Mean 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
governor interview 3.25 4 0 4 1 7 6 0 5 0 2 3 5 3 3 4 5
OPEC country 5.63 7 4 8 4 0 4 8 6 5 8 4 6 7 8 6 5
peace atmosphere 3.69 6 5 5 1 0 6 3 5 2 6 1 3 3 0 7 6
peace insurance 2.94 6 4 1 1 7 4 0 3 2 6 5 1 0 0 3 4
territory kilometer 5.28 6 6 8 1 5 8 7 6 4 7.5 5 3 3 2 8 5
travel activity 5 7 5 6.5 2 5 6 6 6 5 7.5 3 2 4 2 8 5
competition price 6.44 7 8 7.5 5 6 7 8 4 6 7.5 5 6 9 5 9 3
consumer con�dence 4.13 7 4 2 3 3 3 1 2 2 6 2 7 9 4 8 3
consumer energy 4.75 5 3 8 2 6 6 0 4 0 4 7 6 6 9 8 2
problem airport 2.38 2 2 1 0 5 4 0 3 0 4 1 2 0 7 5 2
car �ight 4.94 6 3 7 5 6 6 4 7 4 2 7 5 8 0 5 4
credit card 8.06 8 6 9 8 9 8 8 9 7 8 5 8 10 9 9 8
credit information 5.31 7 5 2 3 7 4 1 5 7 1 2 8 10 9 8 6
hotel reservation 8.03 8 7 9 7 8 8 8 8 7 7.5 7 8 10 9 9 8
grocery money 5.94 8 5 7.5 2 7 7 7 5 6.5 6 6 8 6 2 5 7
registration arrangement 6 8 8 7 7 8 4 1 4 7 6 6 6 8 3 8 5
arrangement accommodation 5.41 5 6 7 6 4 4 4 6 3 7.5 5 5 7 6 7 4
month hotel 1.81 4 0 1 1 3 6 0 2 1 1 2 0 3 0 3 2
type kind 8.97 9 9.5 9.5 10 8 9 9 10 8.5 9 9 9 9 9 9 7
arrival hotel 6 7 8 6.5 1 6 9 7 5 6 7.5 4 6 7 4 6 6
bed closet 6.72 8 7.5 8 5 7 8 7 8 7 6 7 5 9 1 8 6
closet clothes 8 8 7 9 10 8 9 8 9 9 8 7 8 9 3 9 7
situation conclusion 4.81 8 4 6 4 6 3 7 6 2 6 6 7 4 0 6 2
situation isolation 3.88 8 3 1 2 6 3 0 3 2 6 6 7 3 0 8 4
impartiality interest 5.16 7 9.5 8 2 4 3 0 7 6 3 7 6 9 0 8 3
direction combination 2.25 2 0 1 1 7 2 0 2 2 2 4 3 0 1 6 3
street place 6.44 7 7 6 7 5 7 5 7 6 4 7 8 4 7 9 7
street avenue 8.88 9 9 8.5 9 9 9 7 10 8.5 9 7 9 10 9 10 9
street block 6.88 5 7 8.5 7 4 8 7 9 8.5 9 6 9 4 0 9 9
street children 4.94 6 6 6 2 5 7 2 5 4 6 3 5 6 5 5 6
listing proximity 2.56 3 0 1 1 5 4 0 3 1 2 2 4 3 1 7 4
listing category 6.38 2 3 7 9 7 6 7 7 4 8 7 8 10 3 8 6
cell phone 7.81 8 6 8 9 9 8 8 8 8 8 3 9 8 9 8 8
production hike 1.75 2 2 1 1 6 3 0 1 1 0 2 3 0 0 4 2
benchmark index 4.25 5 5 2 2 7 4 5 7 3 1 7 2 6 4 5 3
media trading 3.88 6 2 5 1 7 6 3 4 2 2 6 2 5 0 8 3
media gain 2.88 5 0 2 1 7 4 2 2 3 2 5 1 3 0 7 2
dividend payment 7.63 6 9 7 4 9 8 8 8 7 8 7 8 8 9 9 7
dividend calculation 6.48 7 8.75 6.5 1 9 7 6 7 6.5 8 3 6 7 8 8 5
calculation computation 8.44 9 9.5 9.5 8 8 9 5 10 9 8 8 9 7 9 9 8
currency market 7.5 8 5 7.5 5 9 8 7 8 7 7.5 6 8 8 9 9 8
OPEC oil 8.59 8 8 9 10 10 8 8 8 8 7.5 7 9 10 9 9 9
oil stock 6.34 6 5 8 6 7 6 2 6 8 7.5 6 6 7 8 7 6
announcement production 3.38 5 0 3 2 6 5 1 4 2 2 3 6 3 5 6 1
announcement warning 6 7 7 5 7 8 4 4 8 5 7 6 8 3 8 7 2
pro�t warning 3.88 7 7 1 5 4 6 4 3 5 1 3 3 0 0 7 6
pro�t loss 7.63 8 9.5 9.5 10 8 8 8 9 6 4 8 8 10 0 9 7
dollar yen 7.78 8 9 9 10 7 5 8 8 7 7.5 8 8 10 3 9 8
dollar buck 9.22 9 10 9.5 10 9 8 9 10 9 8 10 10 8 9 10 9
dollar pro�t 7.38 8 6 9 9 9 7 7 8 8 6 7 5 6 7 8 8
dollar loss 6.09 8 6 8.5 2 5 7 7 8 4 6 5 5 5 7 8 6
computer software 8.5 9 8 9 8 9 8 8 9 8 9 8 8 10 9 9 7
network hardware 8.31 8 8.5 8.5 9 9 7 8 7 8 9 8 9 8 9 9 8
phone equipment 7.13 8 8.5 7.5 5 9 6 7 6 6 8 5 7 7 9 8 7
equipment maker 5.91 8 7 7 6 6 5 8 5 2 7.5 3 4 6 5 8 7
luxury car 6.47 7 6 8 6 7 7 5 5 3 7.5 6 6 7 7 8 8
�ve month 3.38 5 6 2 1 5 4 1 5 2 4 2 1 3 6 5 2
report gain 3.63 6 5 4 1 4 5 4 3 2 0 2 1 7 7 6 1
investor earning 7.13 8 7 8 8 7 7 8 7 3 8 7 6 8 7 8 7
liquid water 7.89 8 7.75 8.5 8 7 8 4 8 7 9 8 9 8 9 9 8
baseball season 5.97 8 3 8.5 7 8 8 4 6 5 8 3 6 7 2 7 5
game victory 7.03 8 8 7 7 5 8 6 7 6.5 8 7 5 9 8 7 6
game team 7.69 8 8.5 8.5 8 5 8 6 9 7 9 7 7 9 8 8 7
marathon sprint 7.47 7 9 7 8 6 8 7 8 6.5 9 8 8 5 9 8 6
game series 6.19 7 8 7.5 6 5 8 5 6 2 7.5 3 8 6 5 8 7
game defeat 6.97 8 8 7.5 7 6 8 6 7 6 8 7 5 9 6 7 6
seven series 3.56 5 6 2 2 5 4 4 5 3 4 4 1 0 1 7 4
seafood sea 7.47 9 8 7.5 8 9 9 7 7 7 9 6 6 5 7 8 7
seafood food 8.34 9 9.5 9 9 9 8 4 9 7 9 8 9 8 9 9 8
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Table C.5.: The list of word pairs from the WordSim353 dataset � Set 2, part 3
Word 1 Word 2 Mean 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
seafood lobster 8.7 9 9.75 8.5 10 9 9 6 10 7 9 9 9 8 9 9 8
lobster food 7.81 8 8 8 10 9 7 4 9 7 9 6 9 9 7 8 7
lobster wine 5.7 7 7.75 7.5 1 6 6 3 8 5.5 7.5 4 6 7 1 7 7
food preparation 6.22 6 5 6.5 5 9 6 3 7 6 8 5 6 6 7 8 6
video archive 6.34 7 6 7 5 9 7 4 7 4 7.5 5 7 5 9 8 4
start year 4.06 5 5.5 6.5 2 5 3 0 6 4 6 2 2 3 9 4 2
start match 4.47 5 2 6.5 1 9 3 3 8 1 2 3 5 5 9 6 3
game round 5.97 4 8 8 4 5 5 7 9 4 7.5 5 6 7 5 8 3
boxing round 7.61 6 8.25 7.5 7 8 7 8 9 4 8 7 8 10 9 9 6
championship tournament 8.36 9 8.75 9 9 9 8 7 10 7 8 8 8 10 9 8 6
�ghting defeating 7.41 8 8 8 8 5 7 6 9 7 7.5 8 9 8 5 9 6
line insurance 2.69 5 2 2 1 6 3 3 4 1 2 2 2 0 0 9 1
day summer 3.94 7 7 2 1 4 3 1 7 3 4 4 4 6 1 5 4
summer drought 7.16 8 8 8 9 5 7 7 8 5 7.5 5 4 8 9 8 8
summer nature 5.63 5 6 4 7 9 5 6 7 4 6 6 3 3 6 7 6
day dawn 7.53 8 8.5 8 8 9 8 6 8 6 6 8 7 8 7 8 7
nature environment 8.31 9 6.5 8.5 9 9 9 7 9 8 8 8 8 10 9 8 7
environment ecology 8.81 9 8.5 8.5 9 9 9 8 10 8 9 9 9 10 7 9 9
nature man 6.25 5 6 8 5 9 5 5 7 3 8 5 6 8 5 8 7
man woman 8.3 8 9.75 9 10 9 9 8 9 7.5 7.5 9 9 10 1 9 8
man governor 5.25 7 4.5 5 1 6 4 3 7 2 7.5 3 7 7 8 7 5
murder manslaughter 8.53 8 9.9 9.5 10 7 9 9 10 6 4 8 9 9 9 10 9
soap opera 7.94 8 4 8.5 7 9 9 8 9 8 7.5 7 8 9 9 7 9
opera performance 6.88 8 2 7.5 5 9 5 7 7 8 7.5 6 9 7 9 7 6
life lesson 5.94 7 5 7.5 3 9 8 4 6 5 7.5 4 5 2 9 7 6
focus life 4.06 5 0 7.5 1 7 6 0 3 4 7.5 3 2 2 7 5 5
production crew 6.25 8 4 8 4 8 7 5 7 3 8 4 7 9 9 6 3
television �lm 7.72 8 5 8.5 8 9 8 8 9 5 8 7 8 9 9 8 6
lover quarrel 6.19 7 2 8.5 3 7 7 6 9 5 7.5 4 6 8 7 7 5
viewer serial 2.97 3 0.5 1 1 4 3 0 6 2 2 2 7 7 3 4 2
possibility girl 1.94 3 0 0 1 4 2 0 2 2 4 3 1 0 3 5 1
population development 3.75 5 1 3 2 7 5 2 7 2 6 4 1 4 1 5 5
morality importance 3.31 7 0 1 1 6 4 0 6 1 6 3 3 3 4 4 4
morality marriage 3.69 6 5 2 1 5 4 1 3 3 6 3 5 4 1 4 6
Mexico Brazil 7.44 8 8.5 8 6 7 7 8 9 7 7.5 7 8 10 2 8 8
gender equality 6.41 8 6 5 4 4 8 5 8 6 7.5 2 8 8 7 7 9
change attitude 5.44 8 5 6 3 4 7 4 7 7 6 4 6 5 0 7 8
family planning 6.25 7 5 7 3 7 8 4 6 7 8 7 6 8 1 8 8
opera industry 2.63 7 0 1 1 7 2 3 3 2 2 1 2 3 1 4 3
sugar approach 0.88 3 0 0 1 5 1 0 1 0 0 1 0 0 0 1 1
practice institution 3.19 4 1 1 1 6 2 2 2 4 3 6 6 5 0 5 3
ministry culture 4.69 4 1 6 4 7 6 1 4 5 6 5 7 6 7 3 3
problem challenge 6.75 7 7.5 7.5 8 7 7 1 10 5 6 6 8 8 8 7 5
size prominence 5.31 7 8.5 6 7 6 4 2 8 3.5 2 6 5 6 1 7 6
country citizen 7.31 8 7 7 9 8 7 7 7 5 8 7 8 9 6 8 6
planet people 5.75 5 0 6 7 8 5 6 5 5 9 7 6 4 7 7 5
development issue 3.97 5 1 6 1 5 3 1 5 3 7.5 3 7 3 2 5 6
experience music 3.47 6 1 7 1 5 3 1 1 1 7.5 3 8 3 1 5 2
music project 3.63 5 0 6 1 5 3 4 2 3 6 5 2 7 2 4 3
glass metal 5.56 7 7 8 4 6 5 4 7 6 4 7 7 6 0 5 6
aluminum metal 7.83 9 8.75 9 9 7 7 6 8 6 7.5 8 9 8 8 8 7
chance credibility 3.88 8 3 1 3 6 3 3 4 3 6 3 8 1 1 4 5
exhibit memorabilia 5.31 7 6 9 7 7 3 2 7 3 6 7 7 5 2 1 6
concert virtuoso 6.81 8 6 7.5 9 6 7 7 8 2 7.5 7 7 8 3 8 8
rock jazz 7.59 8 9 9 5 8 7 8 9 7 7.5 8 8 9 1 9 9
museum theater 7.19 8 7.5 8.5 6 8 8 8 9 7 6 8 8 7 1 8 7
observation architecture 4.38 7 3 3 4 6 3 6 5 3 4 7 7 3 1 2 6
space world 6.53 7 6 8.5 3 9 6 7 9 5 6 8 8 5 3 8 6
preservation world 6.19 7 8 7 6 7 7 2 8 4 6 6 8 8 4 6 5
admission ticket 7.69 8 8 9 9 9 8 7 9 6 6 6 9 9 5 8 7
shower thunderstorm 6.31 8 9 8 6 7 8 2 7 6 4 5 9 8 2 8 4
shower �ood 6.03 8 7 8.5 6 7 8 2 7 6 6 7 8 8 0 4 4
weather forecast 8.34 8 7.5 9 9 9 9 7 9 7 8 8 9 10 7 9 8
disaster area 6.25 7 8 9 3 9 8 3 5 6 6 5 8 9 1 5 8
governor o�ce 6.34 8 5 7.5 3 7 8 1 6 5 6 6 8 7 8 8 8
architecture century 3.78 6 0 7.5 1 6 8 1 3 1 6 5 7 3 2 2 2



213

Table C.6.: WordSim353 entries mapped on Wikipedia articles � Part 1
Entry Article title Entry Article title Entry Article title
Arafat Arafat equipment Tool population Population
FBI Federal Bureau of In-

vestigation
exhibit Exhibit possibility Possibility

Harvard Harvard University experience Experience practice Practice
Japanese Japanese family Family precedent Precedent
Jerusalem Jerusalem fertility Fertility prejudice Prejudice
Maradona Diego Maradona �ghting Combat preservation Preservation
Mars Mars �ve 5 (number) president President
Mexico Mexico focus Focus problem Problem
OPEC OPEC food Food production Production
Wednesday Wednesday football Football professor Professor
admission Admission forest Forest pro�t Pro�t
alcohol Alcohol fuck Fuck psychology Psychology
aluminum Aluminium furnace Furnace reason Reason
announcement Announcement (com-

puting)
game Game record Record

architecture Architecture gem Gem registration Registration
arrangement Arrangement gender Gender report Report
arrival Arrival glass Glass rock Rock
asylum Asylum government Government rooster Rooster
atmosphere Atmosphere governor Governor school School
attempt Attempt crime grocery Grocery store seafood Seafood
baby Infant holy Sacred secretary Secretary
bank Bank hospital Hospital seven 7 (number)
baseball Baseball hotel Hotel shore Shore
bed Bed hundred Hundred shower Shower
benchmark Benchmark image Image sign Dollar sign
bird Bird impartiality Impartiality situation Situation
bishop Bishop investigation Investigation size Size
board Board investor Investor skin Skin
book Book jaguar Jaguar smart S.M.A.R.T.
boxing Boxing journal Journal soap Soap
boy Boy journey Journey space Space
bread Bread king King start Start
brother Sibling lad LAD stock Stock
calculation Calculation law Law street Street
canyon Canyon lawyer Lawyer stroke Stroke
car Automobile liability Liability student Student
cell Cell (microprocessor) life Life sugar Sugar
cemetery Cemetery line Line summer Summer
century Century liquid Liquid telephone Telephone
championship Championship listing Listing television Television
chance Chance lobster Lobster tennis Tennis
change Change love Love territory Territory
chord Chord lover Intimate relationship theater Theatre
closet Closet luxury Luxury tiger Tiger
coast Coast magician Magician tool Tool
company Company man Man train Train
competition Competition marathon Marathon travel Travel
computer Computer media Filesystem Hierarchy

Standard
treatment Treatment

concert Concert midday Noon type Type
consumer Consumer mile Mile victim Victim
country Country minister Minister video Video
crane Crane ministry Ministry viewer Viewer
credit Credit minority Minority vodka Vodka
cucumber Cucumber money Money volunteer Volunteering
cup CUPS monk Monk war War
currency Currency month Month water Water
day Day morality Morality weapon Weapon
death Death movie Film weather Weather
decoration Decoration murder Murder wood Wood
delay Tom DeLay museum Museum word Word
deployment Deployment music Music American United States
development Development nature Nature Brazil Brazil
direction Direction network Network CD Compact Disc
disability Disability news News Freud Sigmund Freud
disaster Disaster noon Noon Israel Israel
discovery Discovery observation Observation Jackson Jackson
dividend Dividend oil Oil Palestinian Palestinian
doctor Doctor opera Opera Yale Yale University
dollar Dollar peace Peace abuse Abuse
drink Drink phone Telephone accommodation Accommodation
drug Drug physics Physics activity Activity
energy Energy plane Plane airport Airport
environment Environment planet Planet animal Animal
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Table C.7.: WordSim353 entries mapped on Wikipedia articles � Part 2
Entry Article title Entry Article title Entry Article title
antecedent Antecedent forecast Forecasting popcorn Popcorn
anxiety Anxiety fruit Fruit possession Possession
approach Approach gain Gain potato Potato
archive Archive galaxy Galaxy preparation Preparation
area Area gin Gin price Price
article Article girl Girl project Project
artifact Artifact graveyard Graveyard prominence Topographic prominence
association Association group Group (mathematics) property Property
astronomer Astronomer hardware Hardware proton Proton
attitude Attitude health Health proximity Distance
automobile Automobile hike Hike psychiatry Psychiatry
avenue Avenue hill Hill quarrel Quarrel
basketball Basketball history History queen Queen (band)
block Block hypertension Hypertension rabbi Rabbi
brandy Brandy implement Implement racism Racism
buck Buck importance Importance racket Racket
butter Butter index Index radio Radio
cabbage Cabbage industry Industry recess Recess
card Card information Information recognition Recall (memory)
carnivore Carnivore infrastructure Infrastructure recommendation Recommendation
cash Cash inmate Prisoner recovery Recovery
cat Cat institution Institution reservation Reservation
category Category insurance Insurance rook Rook
center Center interest Interest round Round
challenge Challenge internet Internet row Row
chemistry Chemistry interview Interview science Science
children Child isolation Isolation scientist Scientist
citizen Citizenship issue Issue sea Sea
clinic Clinic jazz Jazz season Season
clothes Clothing jewel Jewel secret Secrecy
cock Cock keyboard Keyboard seepage Soil mechanics
co�ee Co�ee kilometer Kilometre senate Senate
cognition Cognition kind Kind serial Serial
collection Collection laboratory Laboratory series Series
combination Combination landscape Landscape sex Sex
communication Communication laundering Laundering similarity Similarity
computation Computation lesson Lesson slave Slavery
conclusion Conclusion library Library smile Smile
con�dence Con�dence live Live soccer Association football
constellation Constellation loss Loss software Computer software
credibility Credibility madhouse Madhouse sprint Sprint Nextel
crew Crew maker Maker's Mark star Star
crisis Crisis mammal Mammal stove Stove
criterion Criterion manslaughter Manslaughter string String
critic Critic market Market stupid Stupid!
culture Culture marriage Marriage substance Substance
dawn Dawn match Match sun Sun
defeat Defeat medal Medal surface Surface
defeating 2003 NCAA Men's

Division I Basketball
Tournament

memorabilia Souvenir tableware Tableware

departure Departure metal Metal team Team
deposit Deposit mind Mind term Term
depression Depression moon Moon terror Terror
discipline Discipline mother Mother thunderstorm Thunderstorm
drought Drought motto Motto ticket Ticket
ear Ear mouth Mouth tournament Tournament
earning Earning nation Nation trading Trading
eat Eating number Number troops Troop
ecology Ecology nurse Nurse valor Valor
e�ort Energy object Object victory Victory
egg Egg o�ce O�ce virtuoso Virtuoso
emergency Emergency operation Operation voyage Voyage
entity Entity oracle Oracle warning Warning
equality Equality organism Organism wealth Wealth
evidence Evidence paper Paper wine Wine
example Example party Party withdrawal Withdrawal
eye Eye payment Payment wizard Wizard
fauna Fauna people People woman Woman
fear Fear percent Percentage woodland Woodland
feline Felinae performance Performance world World
�lm Film personnel Human resources year Year
�ngerprint Fingerprint place Place yen Japanese yen
�ight Flight plan Plan zoo Zoo
�ood Flood planning Planning
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Table D.1.: All entities in the Czech Traveler dataset � Part 1. The 186 entities come from
103 annotations.

Full annotation Noun phrase Agreement ANN 1 ANN 2
Adriatic sea near Vlore Adriatic Sea water water water

Vlore landscape landscape landscape
Ai-Petri Mountains Ai-Petri Mountains geological_formation geological_formation geological_formation
Albanian guide Kamil Albanian guide Kamil organism organism organism
Albanian Gypsies Albanian gypsies organism organism organism
Albanian riviera between Llogare
and Qepara

Albanian riviera landscape sand

Llogare landscape
Qeparo landscape

Albanian souvenir T-shirts Albanian souvenir T-shirts artefact artefact artefact
Albanian Transport and Tra�c Albanian transport vehicle vehicle vehicle

tra�c vehicle vehicle vehicle
Almonds and Nuts almonds natural_object natural_object natural_object

nuts natural_object natural_object natural_object
Antiquities sold at local market antiquities artefact artefact artefact

local market structure structure structure
Archaeological site of Apolonia archaeological site structure structure structure

Apolonia landscape artefact
Babele Natural Monument in
Bucegi National Park

Babele Natural Monument structure geological_formation

Bucegi National Park vegetation vegetation vegetation
Baby bear at Ai-Petri Mountains baby bear organism organism organism

Ai-Petri Mountains geological_formation geological_formation geological_formation
Black house on Market Square black house structure structure structure

Market Square structure structure structure
Bran Castle Bran Castle structure structure structure
Bucegi National Park Bucegi National Park vegetation vegetation vegetation
Calanques de Piana Calanques de Piana geological_formation
Castle and Skanderbeg museum castle structure structure structure

Skanderbeg Museum structure structure structure
Cave City of Chufut-Kale near
Bakhchisarai

cave city landscape geological_formation

Chufut-Kale structure geological_formation
Bakhchisarai landscape

Ceahlau National Park Ceahlau National Park vegetation vegetation vegetation
Crimean Tatar's Camel at Ai-Petri
Mountains

Crimean Tatar's camel organism organism organism

Ai-Petri Mountains geological_formation geological_formation geological_formation
Divan Chamber of The Khan's
Palace

Divan Chamber structure structure structure

Khan's Palace structure structure structure
Drin river Drin River water water water
Duratoidea Waterfalls Duratoidea Waterfalls water water water
Equestrial statue of Skanderbeg equestrial statue structure artefact

Skanderbeg organism organism organism
Ferry on Drin river ferry vehicle vehicle vehicle

Drin River water water water
Food stall of Crimean Tatars at Ai-
Petri Mountains

food stall structure structure structure

Crimean Tatars organism organism organism
Ai-Petri Mountains geological_formation geological_formation geological_formation

Grand Canyon around Auzun-Uzen
River

grand canyon geological_formation geological_formation geological_formation

Auzun-Uzen River water water water
Holy Monastery of Durau Holy Monastery structure structure structure

Durau landscape landscape landscape
Holy Assumption Bakhchisarai
Monastery

Holy Assumption
Bakhchisarai Monastery

structure structure structure

Jetee du Dragon Jetee du Dragon
Kinoteatr cinema Kinoteatr cinema structure structure structure
Kvas sale kvas sale artefact artefact artefact
Landscape around GR20 between
Monte d'Oro and Les Cascades des
Anglais

landscape landscape landscape landscape

GR20 geological_formation structure
Monte d oro geological_formation
Les Cascades des Anglais water

Landscape around Lacul Balea landscape landscape landscape landscape
Lacul Balea water

Landscape between Dhermi and
Qeparo

Dhermi landscape

landscape landscape landscape landscape
Qeparo landscape

Landscape between Gjirokaster and
Korce

landscape landscape landscape landscape

Gjirokaster landscape landscape landscape
Korce landscape landscape landscape

Landscape between Sarande and
Gjirokaster

landscape landscape landscape landscape

Sarande landscape landscape landscape
Gjirokaster landscape landscape landscape

Landscape near Gjirokaster landscape landscape landscape landscape
Gjirokaster landscape landscape landscape

Mosque mosque structure structure structure
Mountains in Central Corsica mountains geological_formation geological_formation geological_formation

Central Corsica landscape landscape landscape
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Table D.2.: All entities in the Czech Traveler dataset � Part 2
Museum at Market Square museum structure structure structure

Market Square structure structure structure
Napoleon's monument at Place St
Nicolas

Napoleons monument structure artefact

Place St Nicolas structure structure structure
Neamt Monastery Neamt Monastery structure structure structure
Old bazar / market old bazar structure

market structure
On the seashore seashore landscape sand
Orthodox Priest from Neamt
Monastery

orthodox priest organism organism organism

Neamt Monastery structure structure structure
Park surrounding Livadia Palace park vegetation vegetation vegetation

Livadia Palace structure structure structure
Peles Castle Peles Castle structure structure structure
Ruins ruins structure structure structure
Ruins of Dracula's Castle in Arefu ruins structure structure structure

Dracula's Castle structure structure structure
Arefu structure structure structure

Russian Fleet in South Bay Russian Fleet vehicle vehicle vehicle
South Bay water water water

Russian pensioners Russian pensioners organism organism organism
Sheep in Bucegi National Park sheep organism organism organism

Bucegi National Park landscape vegetation
Statue of Lenin and Red Square
stall at Lenin's Square

statue structure structure structure

Lenin organism organism organism
Red Square structure structure structure
Lenin's Square structure structure structure

Swallows's Nest Swallow's Nest structure natural_object
Syri i Kalter / Blue Eye Spring Syri i Kalter

Blue Eye Spring water water water
The Great Basilica Great Basilica structure structure structure
The Khan's Palace Khan's Palace structure structure structure
Two generations of Romanian
women in traditional clothes

two generations organism organism organism

Romanian women organism organism organism
traditional clothes artefact artefact artefact

Typical architecture in UNESCO
World Heritage City of Berat

typical architecture structure structure structure

UNESCO World Heritage
city

landscape landscape landscape

Berat landscape landscape landscape
Vorontsov Alupka Palace Museum Vorontsov Alupka Palace

Museum
artefact structure

Wine Tasting in Massandra wine tasting event
Massandra landscape landscape landscape

Yalta waterfront Yalta waterfront water water water
The Merry Cemetery protected by
UNESCO

Merry Cemetery structure structure structure

UNESCO
Shepherd in Bucegi National Park Shepherd organism organism organism

Bucegi National Park vegetation vegetation vegetation
Curtea de Arges Curtea de Arges
Opera house Opera house structure structure structure
Young people meeting near statue
of Lenin

people organism organism organism

statue structure artefact
Lenin organism organism organism

Crimean Parliament Crimean Parliament structure structure structure
Ukainian girls chatting in front of
fountain

Ukrainian girls organism organism organism

fountain structure artefact
Tank as Monument to freedom Tank vehicle vehicle vehicle

Monument structure artefact
Church on the rock in Foros church structure structure structure

rock landscape geological_formation
Foros landscape landscape landscape

Sevastopol Sevastopol landscape landscape landscape
Sleeping dogs in Sevastopol sleeping dogs organism organism organism

Sevastopol landscape landscape landscape
Sailors from Sevastopol Sailors organism organism organism

Sevastopol landscape landscape landscape
Small business in Sevastopol small business structure structure structure

Sevastopol landscape landscape landscape
Sea lions in Sevastopol's delphinar-
ium

Sea lions organism organism organism

Sevastopol's delphinarium structure structure structure
Dolphin in Sevastopols delphinar-
ium

Dolphin organism organism organism

delphinarium structure structure structure
St Vladimir Cathedral in Chersone-
sus near Sevastopol

St Vladimir Cathedral structure structure structure

Chersonesus landscape landscape landscape
Sevastopol landscape landscape landscape

Khersones near Sevastopol Khersones landscape landscape landscape
Sevastopol landscape landscape landscape
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Table D.3.: All entities in the Czech Traveler dataset � Part 3
Greek ruins in Khersones near Sev-
astopol

Greek ruins structure structure structure

Khersones landscape landscape landscape
Sevastopol landscape landscape landscape

St Vladimir Cathedral in Khersones
near Sevastopol

St Vladimir Cathedral structure structure structure

Khersones landscape landscape landscape
Sevastopol landscape landscape landscape

Kalamita fortress in Inkerman Kalamita fortress structure structure structure
Inkerman landscape landscape landscape

Rock and cave town of Eski Kermen Rock and cave town landscape landscape landscape
Eski Kermen landscape landscape landscape

Arti�cal palm trees and beach with
signposts

arti�cial palm trees vegetation landscape

beach natural_object sand
signposts artefact artefact artefact

Countryside around Jablonica countryside landscape landscape landscape
Jablonica landscape landscape landscape

Plansarsko lake Plansarsko Lake water water water
Landscape around Jezersko landscape natural_object landscape

Jezersko landscape landscape landscape
Logarska dolina Logarska Dolina geological_formation landscape
Velika planina Velika Planina vegetation landscape
Church in Jezersko, Grintovec
mountain at background

church structure structure structure

Jezersko landscape landscape landscape
Grintovec Mountain geological_formation geological_formation geological_formation

Karst Cave Vilenica Karst Cave Vilenica geological_formation geological_formation
Predjama Castle Predjama Castle structure structure structure
Lipizzaner horse in Lipica Stud
farm

Lipizzaner horse organism organism organism

Lipica Stud farm structure landscape
Neoclassical Palace in Buje Neoclassical Palace structure structure structure

Buje landscape landscape landscape
Motovun Motovun landscape landscape landscape
Istarske Toplice Istarske Toplice landscape landscape landscape
Belfry belfry structure
Main Town Gate main town gate structure structure structure
Monument of Glagolitic Alley Monument structure artefact

Glagolitic Alley vegetation artefact
Children in swimming pool children organism organism organism

swimming pool structure artefact
Oprtalj Oprtalj landscape landscape landscape
Umago Umago landscape landscape landscape
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Table D.4.: Entities with inter-annotator agreement in the Czech Traveler dataset � Part 1:
list of the 143 entities classi�ed to nine classes with inter-annotator agreement.
This dataset was used in the SCM and BOA experiments. Column NE indicates,
if the entity is considered a named entity, column THD indicates if THD was
used for WordNet mapping. Column WordNet lists the WordNet mapping. Col-
umn Wikipedia direct gives the �rst article Wikipedia search returned for the
noun phrase. Column WordNet to Wikipedia gives the �rst Wikipedia article
returned for the entry in the WordNet column.

# Noun_phrase NE Agreement THD WordNet Wikipedia direct WordNet to Wikipedia
1 Adriatic Sea 1 water Adriatic Sea Adriatic Sea Adriatic Sea
2 Vlore 1 landscape 1 shore lines Vlorë Shore
3 Ai-Petri Mountains 1 geological for-

mation
mountain Crimean Moun-

tains
Mountain

4 Albanian guide Kamil 1 organism 1 statesman Egyptians Statesman
5 Albanian gypsies organism gypsy Romani people Gypsy
6 Albanian souvenir

T-shirts
artefact shirt Hair (musical) Shirt

7 Albanian transport vehicle transport Transport in Alba-
nia

Transport

8 tra�c vehicle tra�c Tra�c Tra�c
9 almonds natural object almond Almond Almond
10 nuts natural object nut Nomenclature of

Territorial Units
for Statistics

Nut

11 antiquities artefact antiquity Antiquities Antiquity
12 local market structure market Media market Market
13 archaeological site structure site Archaeological site Site
14 Bucegi National Park 1 vegetation park Protected areas of

Romania
Park

15 baby bear organism bear The Bear family Bear
16 Ai-Petri Mountains 1 geological for-

mation
mountain Crimean Moun-

tains
Mountain

17 black house structure house Black house House
18 Market Square 1 structure market square Market square Market square
19 Bran Castle 1 structure castle Bran Castle Castle
20 Bucegi National Park 1 vegetation park Protected areas of

Romania
Park

21 castle structure castle Castle Castle
22 Skanderbeg Museum 1 structure museum Skanderbeg Mu-

seum
Museum

23 Ceahlau National Park 1 vegetation park Ceahl u Massif Park
24 Crimean Tatar's camel organism camel Nogai Horde Camel
25 Ai-Petri Mountains 1 geological for-

mation
mountain Crimean Moun-

tains
Mountain

26 Divan Chamber 1 structure chamber Topkap� Palace Chamber
27 Khan's Palace 1 structure palace Bakhchisaray

Palace
Palace

28 Drin River 1 water river Drin (river) River
29 Duratoidea Waterfalls 1 water waterfall Waterfall
30 Skanderbeg 1 organism 1 Skanderbeg Skanderbeg
31 ferry vehicle ferry Ferry Ferry
32 Drin River 1 water river Drin (river) River
33 food stall structure stall Street food Stall
34 Crimean Tatars organism Tatar Crimean Tatars Tatar
35 Ai-Petri Mountains 1 geological for-

mation
mountain Crimean Moun-

tains
Mountain

36 grand canyon geological for-
mation

Grand Canyon Grand Canyon Grand Canyon

37 Auzun-Uzen River 1 water river River
38 Holy Monastery 1 structure monastery Saint Archangels

Monastery
Monastery

39 Durau 1 landscape 1 resort Dur u Resort
40 Holy Assumption

Bakhchisarai Monastery
1 structure monastery Monastery

41 Kinoteatr cinema structure cinema Metropolitan Asso-
ciation of Upper
Silesia

Cinema

42 kvas sale artefact sale Kvass Sale
43 landscape landscape landscape Landscape Landscape
44 landscape landscape landscape Landscape Landscape
45 landscape landscape landscape Landscape Landscape
46 landscape landscape landscape Landscape Landscape
47 Gjirokaster 1 landscape 1 city Gjirokastër City
48 Korce 1 landscape 1 city Korçë City
49 landscape landscape landscape Landscape Landscape
50 Sarande 1 landscape 1 capital Sarandë Capital
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Table D.5.: Entities with inter-annotator agreement in the Czech Traveler dataset � Part 2
# Noun_phrase NE Agreement THD WordNet Wikipedia direct WordNet to Wikipedia
51 Gjirokaster 1 landscape 1 city Gjirokastër City
52 landscape landscape landscape Landscape Landscape
53 Gjirokaster 1 landscape 1 city Gjirokastër City
54 mosque structure mosque Mosque Mosque
55 mountains geological for-

mation
mountain Mountain Mountain

56 Central Corsica 1 landscape corsica Ajaccio Corsica
57 museum structure museum Museum Museum
58 Market Square 1 structure market square Market square Market square
59 Place St Nicolas 1 structure 1 Haapsalu Castle Haapsalu Castle
60 Neamt Monastery 1 structure monastery Neamµ Monastery Monastery
61 orthodox priest organism priest List of children of

clergy
Priest

62 Neamt Monastery 1 structure monastery Neamµ Monastery Monastery
63 park vegetation park Park Park
64 Livadia Palace 1 structure palace Livadia Palace Palace
65 Peles Castle 1 structure castle Pele³ Castle Castle
66 ruins structure ruin Ruins Ruins
67 ruins structure ruin Ruins Ruins
68 Dracula's Castle 1 structure castle Dracula's Castle Castle
69 Arefu 1 structure 1 commune Arefu Commune
70 Russian Fleet 1 vehicle �eet Russian Empire Fleet
71 South Bay 1 water bay South Bay Bay
72 Russian pensioners organism pensioner Russian Pension-

ers' Party
Pensioner

73 sheep organism sheep Domestic sheep Sheep
74 statue structure statue Statue Statue
75 Lenin 1 organism Lenin Vladimir Lenin Vladimir Lenin
76 Red Square 1 structure square Red Square Square
77 Lenin's Square 1 structure square Freedom Square,

Tbilisi
Square

78 Blue Eye Spring 1 water spring Blue Eyed Six Spring
79 Great Basilica 1 structure Basilica Great Basilica of

Pliska
Basilica

80 Khan's Palace 1 structure palace Bakhchisaray
Palace

Palace

81 two generations organism generation Transformers:
Generation 2

Generation

82 Romanian women organism woman Romania women's
national handball
team

Woman

83 traditional clothes artefact clothes Vietnamese cloth-
ing

Clothing

84 typical architecture structure architecture Shinmei-zukuri Architecture
85 UNESCO World Her-

itage city
landscape city City City

86 Berat 1 landscape 1 town Berat Town
87 Massandra 1 landscape 1 asteroid Massandra Asteroid
88 Yalta waterfront water waterfront Trolleybus Waterfront
89 Merry Cemetery 1 structure cemetery Merry Cemetery Cemetery
90 Shepherd organism shepherd Shepherd Shepherd
91 Bucegi National Park 1 vegetation park Protected areas of

Romania
Park

92 Opera house structure opera house Opera house Opera house
93 people organism people People People
94 Lenin 1 organism Lenin Vladimir Lenin Vladimir Lenin
95 Crimean Parliament structure parliament Supreme Council of

Crimea
Parliament

96 Ukrainian girls organism girl Girl Girl
97 Tank vehicle tank Tank Tank
98 church structure church Church Church
99 Foros 1 landscape 1 town Foros Town
100 Sevastopol 1 landscape Sevastopol Sevastopol Sevastopol
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Table D.6.: Entities with inter-annotator agreement in the Czech Traveler dataset � Part 3
# Noun_phrase NE Agreement THD WordNet Wikipedia direct WordNet to Wikipedia
101 sleeping dogs organism dog Dog Dog
102 Sevastopol 1 landscape Sevastopol Sevastopol Sevastopol
103 Sailors organism sailor Sailor Sailor
104 Sevastopol 1 landscape Sevastopol Sevastopol Sevastopol
105 small business structure business Business Business
106 Sevastopol 1 landscape Sevastopol Sevastopol Sevastopol
107 Sea lions organism sea lion Sea lion Sea lion
108 Sevastopol's delphinar-

ium
structure 1 aquarium Sevastopol Aquarium

109 Dolphin organism dolphin Dolphin Dolphin
110 delphinarium structure 1 aquarium Dolphinarium Aquarium
111 St Vladimir Cathedral 1 structure cathedral St Volodymyr's

Cathedral
Cathedral

112 Chersonesus 1 landscape 1 harbor Chersonesus Harbor
113 Sevastopol 1 landscape Sevastopol Sevastopol Sevastopol
114 Khersones 1 landscape 1 ship Khersones Ship
115 Sevastopol 1 landscape Sevastopol Sevastopol Sevastopol
116 Greek ruins structure ruin Magna Graecia Ruins
117 Khersones 1 landscape 1 ship Khersones Ship
118 Sevastopol 1 landscape Sevastopol Sevastopol Sevastopol
119 St Vladimir Cathedral 1 structure cathedral St Volodymyr's

Cathedral
Cathedral

120 Khersones 1 landscape 1 ship Khersones Ship
121 Sevastopol 1 landscape Sevastopol Sevastopol Sevastopol
122 Kalamita fortress structure fortress Forti�cation Fortress
123 Inkerman 1 landscape 1 town Inkerman Town
124 Rock and cave town landscape town Rock Cave, West

Virginia
Town

125 Eski Kermen 1 landscape 1 Dugout (shelter) Dugout (shelter)
126 signposts artefact signpost Tra�c sign Tra�c Sign
127 countryside landscape countryside Rural area Rural area
128 Jablonica 1 landscape 1 village Jablonica Village
129 Plansarsko Lake water lake Lake Lake
130 Jezersko 1 landscape 1 municipality Jezersko Municipality
131 church structure church Church Church
132 Jezersko 1 landscape 1 municipality Jezersko Municipality
133 Grintovec Mountain 1 geological for-

mation
mountain Grintovec Mountain

134 Predjama Castle 1 structure castle Predjama Castle Castle
135 Lipizzaner horse organism horse Lipizzan Horse
136 Neoclassical Palace structure palace Neoclassicism Palace
137 Buje 1 landscape 1 town Buje Town
138 Motovun 1 landscape 1 village Motovun Village
139 Istarske Toplice 1 landscape 1 Istarske Toplice Istarske Toplice
140 main town gate structure gate Faust: The First

Part of the Tragedy
Gate

141 children organism child Child Child
142 Oprtalj 1 landscape 1 community Oprtalj Community
143 Umago 1 landscape 1 city Umag City
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