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Abstract. As the number of health-related web sites in various languages increases, it is more 
than necessary to implement control mechanisms that give the users adequate guarantee that 
the web resources they are visiting, meet a minimum level of quality standards. Based upon 
state-of-the-art technology in the areas of semantic web, content analysis and quality labeling, 
the AQUA system, designed for the EC-funded project MedIEQ, aims to support the 
automation of the labeling process in health-related web content. AQUA provides tools that 
crawl the web to locate unlabelled health web resources in different European languages, as 
well as tools that traverse websites, identify and extract information and, upon this 
information, propose labels or monitor already labeled resources. Two major steps in this 
automated labeling process are web content collection and information extraction. This paper 
focuses on content collection. We describe existing approaches, present the architecture of the 
content collection toolkit and how this is integrated within the AQUA system, and discuss our 
initial experimental results in the English language (six more languages will be covered by 
the end of the project).  
 
Key words: Web content collection, focused crawling, intelligent spidering, content 
classification, machine learning. 
 
 
1. Introduction 
 
The number of health information web sites and online services is increasing day by day. It is 
known that the quality of these web sites, published by various authorities, is very variable 
and difficult to assess. At the same time, the necessity to implement control measures that 
give the consumers adequate guarantee that the health web sites they are visiting meet a 
minimum level of quality standards and that the professionals offering the information on the 
web site are responsible for its contents, is increasing. Different organizations around the 
world are currently working on establishing quality labeling criteria for the accreditation of 
health-related web content [21, 22, 24-26]. The European Council supported an initiative 
within eEurope 2002 to develop a core set of “Quality Criteria for Health Related Websites” 
[23]. However, self-adherence to such criteria is nothing more than a claim with little 
enforceability. It is necessary to establish rating mechanisms which exploit such labeling 
criteria. 
  
There are two major mechanisms in medical quality labeling. The first one is based on third 
party accreditation: a web site is assessed by a labeling agency and, if certain criteria are met, 
a label is assigned and added to the web site. The second mechanism is based on classification 
and filtering: medical web sites are reviewed by experts and characterized against certain 



criteria; some of them are filtered depending on their characterization; the rest are organized 
into web directories to facilitate access by health information consumers. Both mechanisms, 
as currently applied, present drawbacks. As for the first mechanism, the added label is not 
machine-processable (such that a web browser or a search engine could locate, parse, 
“understand” and display its characteristics in a human readable way). Moreover, both 
mechanisms require considerable human effort from labeling experts in order to inspect, 
characterize and monitor a large number of web sites.  
 
To summarize the current situation in quality labeling of health web content:  

• Various labeling authorities, issuing quality assessments, exist, 
• Considerable human effort is necessary to manage an everyday increasing number of 

online health content resources,  
• Existing labels are not machine readable and no specific technology has been 

proposed into this direction,   
• No system aiming to update and maintain content labels, assisting thus the work of 

quality experts from different Labeling Agencies, has yet been designed.   
 
Based upon state-of-the-art technology in the areas of semantic web, content analysis and 
quality labeling, the EC-funded project MedIEQ 1  aims to pave the way towards the 
automation of quality labeling process in medical web sites by: 

• Adopting the use of the RDF model, for producing machine readable content labels;   
• Creating a vocabulary of criteria, re-using existing ones from various Labeling 

Agencies; this vocabulary is used in the RDF labels; 
• Developing AQUA2, a system through which a Labeling Authority will be able to 

generate, read, compare and update its RDF labels.  
 
AQUA develops tools that crawl the Web to locate unlabelled medical web sites in seven 
different European languages in order to examine their content using a set of machine 
readable quality criteria, reducing this way the amount of work that labeling experts need to 
carry out. AQUA tools will monitor already labeled medical sites alerting labeling experts in 
case the sites’ content is updated against the quality criteria. 
 
Two major steps in this automated labeling process are web content collection and 
information extraction. This paper focuses on content collection. It describes existing 
approaches, presents the architecture of the content collection toolkit of MedIEQ and how this 
is integrated within the AQUA system, and discusses our initial experimental results in the 
English language (six more languages will be covered by the end of the project).  
 
AQUA utilizes a combination of traditional crawling techniques and existing infrastructure 
provided by general purpose search engines in order to make the content collection process 
more efficient. A combination of statistical machine learning techniques and heuristic 
methods is used whenever content classification is required in order to help the labeling 
process and speed up the information extraction task. A number of initial experiments have 
been carried out for the evaluation of the performance of the classification modules used by 
AQUA.  
 
Related work in online content collection is described in section 2. Section 3 outlines the 
AQUA system. Section 4 describes the web content collection methodology in MedIEQ, 
while section 5 discusses our evaluation methodology and initial experimental results. Section 

                                                 
1 MedIEQ: Quality Labelling of Medical Web Content using Multilingual Information Extraction. 
Project site: http://www.medieq.org/ 
2 AQUA: Assisting Quality Assessment 



6 gives our concluding remarks, discusses the difficulties encountered so far in content 
collection and describes the future steps. 
 
2. Related work 
 
Several methodologies on web content collection or other suggesting improvements on 
existing ideas have been proposed in the past years. Different techniques have been combined 
with traditional crawling/spidering approaches willing to deal better with the different aspects 
of the web content collection process, including link analysis, linkage sociology (who-link-to-
who), context graphs, machine learning techniques, query refinement, etc. And whether it is 
called just crawling, focused crawling, intelligent crawling or spidering, the concept aiming to 
be tackled is to efficiently collect web content.  
 
A web crawler is a program which automatically traverses the web by downloading 
documents and following links from page to page. A general-purpose web crawler normally 
tries to gather as many pages as it can from a particular set of sites. In contrast, a Focused 
Crawler (the term “focused crawling” was introduced by Chakrabarti et al. in 1999 [5]) is a 
hypertext resource discovery system, which has the goal to selectively seek out pages that are 
relevant to a pre-defined set of topics. Rather than collecting and indexing all accessible web 
documents to be able to answer all possible ad-hoc queries, a focused crawler analyzes its 
crawl boundary to find the links that are likely to be most relevant for the crawl, and avoids 
irrelevant regions of the web. This leads to significant savings in hardware and network 
resources, and helps keep the crawl more up-to-date. 
 
There is a substantial amount of work about the methodology of Web crawling. Many crawler 
architectures and prototypes (e.g. Mercator [11], PolyBot [18], UbiCrawler [3]) were 
proposed in the literature. The main focus of prior work lies on aspects like crawler scalability 
and throughput [11], distributed architecture [3], or implementational aspects in connection 
with particular programming languages (e.g. Java) [18]. However, these solutions do not 
address the demands of thematically focused Web retrieval applications.  
 
More recent methods use information related to the structure of the Web graph, in order to 
perform more efficient focused crawling. Some of these methods take advantage of the 
Topical Locality of the Web (the property of pages with similar topic being connected with 
hyperlinks [4]) and use it to guide the focused crawler [5]. Moreover, the “backlink” 
information (pages that link to a certain document), provided by search engines like Google 
can be used to generate a model of the Web-graph near a relevant page, such as in the case of 
Context Graphs [8].  
 
The concepts of a thematically focused Web retrieval framework were studied by Menczer in 
[16]. The idea of focused crawling was used for a variety of Web retrieval scenarios, 
including exploration of user-specific topics of interest on the Web [6, 19].  
 
There are also methods that combine link-scoring with reinforcement learning in order to deal 
with focused crawling. In InfoSpiders system [15], a multi-agent focused crawler, the process 
is initialized by a set of keywords and a set of root pages. Each agent starts with a root page 
and performs focused crawling by evaluating the link value and following the most promising 
links. Link value is assessed using a reinforcement learning method, using contextual words 
as input. Reward values are calculated online, by the reward that the agent receives when 
following a link. The user can provide relevance feedback to assist the learning process. 
Another methodology, called “Intelligent crawling” [1] presents a significant improvement of 
the focused crawling approach. In contrast to the focused crawling method, it uses a 
combination of evidence, in order to rank the candidate hyperlinks by their level of interest 
and learns the relevant weight of these factors as it crawls. Making the assumption that the 



initial set of starting points can lead to all interesting pages, very central sites should be used 
as starting points for the crawl (e.g. Yahoo, Amazon, etc.). 
 
Another recent approach is linking the crawler to domain specific linguistic resources. This 
was implemented in two, slightly different, ways. First, for the Crossmarc focused crawler 
[20], a domain specific ontology, linked to several language specific lexicons, provides the 
crawling start points, defining thus the subset of the web to be crawled. Second 
implementation: a domain specific ontology [9] or glossary (in the case of MARVIN3), gives 
the crawler filtering capabilities: every accessed resource’s relevance is estimated and 
irrelevant resources are excluded. It’s worth mentioning that MARVIN is the most known and 
successful content collection solution applied in the healthcare domain: MARVIN supports 
effectively and during many years, HON (Health on the Net) foundation’s needs in the 
identification and collection of health related content in real-time. [2] provides more 
information on MARVIN architecture, while [10] describes how the collected data can be 
explored and displayed to the end-user. 
 
3. The AQUA system outline 
 
As already said, MedIEQ, aiming to make labels machine readable, develops a labeling 
schema, which is based on the RDF-CL model4, issued by the EC-funded project QUATRO5. 
RDF-CL will be refined to a new model by the W3C POWDER working group. At the same 
time, MedIEQ develops AQUA, a system designed to support the work of the labeling expert 
by providing tools that help the identification of unlabelled web resources, automate a 
considerable part of the labeling process and facilitate the monitoring of already labeled 
resources.    
 

 
 

Figure 1 – Architecture of the AQUA system 
 
 

                                                 
3 http://www.hon.ch/Project/Marvin_specificities.html 
4 [link] 
5 http://www.quatro-project.org/ 



AQUA incorporates several tools and functionalities for the labeling expert. The main 
characteristics of its implementation include: 

• Accepted standards have been adopted in its design and deployment; 
• It is a large-scale, enterprise-level, web application; 
• Supports internationalization; 
• Has an open architecture. 

 
The workflow in AQUA simulates the current workflow in labeling agencies: 

1. Identify unlabelled resources having health-related content, 
2. Visit and review the identified resources, 
3. Generate quality labels for the reviewed resources, 
4. Monitor labeled resources. 

 
Thinking that content collection is actively involved in tasks 1, 2 and 4, we understand the 
necessity of a well optimized such system.  
 
AQUA’s final version will cover a set of quality criteria in seven (7) European languages. 
Our early evaluation results, on a subset of the final criteria and just the English language, 
presented in the next section, are, however, encouraging. We tried both learning and 
heuristics methods, various learning algorithms and feature selection techniques in different 
classification tasks.      
 
4. The web content collection methodology in AQUA 
 
A handful of tools participate in content collection in AQUA:  

• the Crawler: identifies unlabelled resources; 
• the Spider: navigates web sites identified by the Crawler, storing locally only pages 

classified as interesting (interesting pages are then forwarded for information 
extraction); 

• the Content Classification Component: manages the best performing classification 
models from different classification tasks; classifies every page visited by the Spider; 

• the Corpus Formation Tool: assists the expert user in the formation and organization 
of the corpora necessary for training and testing in different classification tasks; 

• the Trained Module Generator: given the corpora, employs different algorithms and 
trains several models; after testing, promotes the best performing ones. 

 
Considering that content classification services are utilized during the crawling, the spidering 
and the corpus formation processes, we understand that the performance of our classifiers is 
crucial. It is the AQUA Crawler and Spider which are evaluated here (results later in this 
paper) and, therefore, some additional information on them seems necessary. 
 
<WCC architecture – schema?> 
 
How does the AQUA Crawler work? 
 
The Crawler (or Focused Crawler) searches the Web for health related content, which doesn’t 
already have a quality label (at least not a label found in MedIEQ records). It is a meta-
search-engine, exploiting results returned from known search engines and directory listings 
from known Web directories.  
 
To configure crawling for a specific topic, the user provides two types of start points: sets of 
keywords and sets of URLs of Web directories. The more relevant to a given topic these start 
points are, the more focused the crawling will be. 
 



On one hand, keywords are used to query the supported general purpose search engines. Their 
results are parsed and URLs are collected. In order to be more focused, the Crawler filters the 
extracted URLs by visiting the HTML page to which each URL points and classifying the 
content of the page as relevant or non-relevant. If the probability that the HTML page is 
relevant exceeds a specified threshold then the respective URL is included to the returned set 
of URLs.  
 
On the other hand, Web directories are explored (sub-trees are visited by the Crawler) and the 
contained URLs are collected.   
 
The totalities of collected URLs from all sources are merged and a final URLs list is returned. 
Merging process minds to a) remove possible duplicates and b) ignore sub-paths of URLs 
already in list. Finally, URLs having already a quality label (Crawler consults the MedIEQ 
repository for this) are also removed. 
 
How does the AQUA Spider work? 
 
How does a spider fetch all web pages? The only way to collect links to new pages (URLs) is 
to scan already collected pages for hyperlinks that have not been collected yet. This is the 
basic principle of crawlers/spiders. They start from a given set of URLs, progressively fetch 
and scan them for new URLs and then fetch these pages in turn, in an endless cycle.  
 
In MedIEQ, the Spider investigates only specific web sites collected by the Crawler (to ensure 
spidering of web sites only from health domain) and it will follow only internal links (links 
pointing to new pages on the same site). Unlike general spiders this process is finite and 
potentially pending work is not so much hardware consuming.  
 
Spider’s first version follows only explicit links (text and image links, image maps), omitting 
links inside or generated by javascript, flash graphics and web forms (such cases will be 
examined in future Spider versions). The Spider examines sites from the Crawler output one-
by-one in several independent threads. Unreachable sites/pages are revisited in next run. 
 
Because not all web pages of a web site are interesting for the labelling process, the spider 
utilizes a content classification component which consists of a number of classification 
modules which in turn decide which pages contain interesting information and which not. 
Each of these modules relies on a different classification method according to the 
classification problem on which it is applied. The “interesting” information can be directly 
extracted during the classification process (e.g. whether the document contains advertisement 
or not, or which is the target audience of the document) or the resource can be stored locally 
in order to be used by the Information Extraction Component. 
In very similar way spider interacts with link-scoring component. Modules in this component 
are analysing links or rather link-objects (link text, its attributes, context elements etc.) even 
before visiting target page. In some cases link-scoring component is able to decide, that target 
page contains no “interesting” information just according to content of link-object and the 
link is therefore not visited. This could save HW and time resources. 
 
5. Evaluation methodology and separate results 
 
The evaluation methodology 
 
As far as statistical classification in spidering is concerned, three different classifiers provided 
by Weka6 classification platform have been tested. These are SMO7, Naïve Bayes8 and 

                                                 
6 http://www.cs.waikato.ac.nz/ml/weka/ 
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Flexible Bayes9 (Naïve Bayes with kernel estimation). These classifiers have been tested for 
two-class classification problems. In case where the problem was multi-class by nature it has 
been reduced to two-class problem by considering as positive class one of the categories and 
as negative class the remaining categories. 
 
Analytically, the training and testing procedure has as follows: 
 

1. An annotated corpus is created manually. 
2. The HTML pages10 are preprocessed and tokenized.  
3. Each document is ultimately represented as a vector <x1, . . . , xm>, where x1, . . . , xm 

are the values of attributes X1, . . . ,Xm, and each attribute provides information about 
a particular n-gram of the document. We have performed the experiments with 1-
grams and 1/2/3-grams11. The value of each attribute in the vector is the normalized 
term frequency, which we get if we divide term (n-gram) frequencies by the total 
number of n-gram occurrences in the document. Following common text 
classification practice, we do not assign attributes to tokens that are too rare (we 
discard tokens that do not occur in at least 5 pages from the training set). We also 
rank the remaining attributes by information gain12, and use only the 1000 best. 

4. The Weka classifiers are trained and tested using the vector representations of the 
documents. 

 
A number of different classification modules are used for the classification during the 
spidering process according to the type of the classification task and the performance of each 
classification method at each task.  
 
Four of the quality labeling criteria that MedIEQ examines, and the approach we followed in 
order to detect their presence in web sites, are presented bellow: 
 
Criterion MedIEQ approach 
The target audience of a web site or web 
document should be clear 

Classification among three possible target 
groups: adults, children and professionals 

Contact information of the responsible of a 
website or the author of a resource should be 
present 

Detection of candidate pages during the 
spidering process and forwarding for 
information extraction 

Presence of virtual consultation services Detection of parts of a web site that offer 
such services during the spidering process 

Presence of advertisements in a web site Detection of parts of a web site that contain 
advertisements during the spidering process 

 
All the above criteria have been examined using statistical classification techniques. In 
addition the presence of advertisement in websites was examined using a heuristic detection 
method which is described later in this section. 
 

                                                                                                                                            
7  SMO classifier: Implements John C. Platt's [17] sequential minimal optimization algorithm for 
training a support vector classifier using polynomial or RBF kernels. 
8 NaiveBayes classifier: Class for a Naive Bayes classifier using estimator classes. Numeric estimator 
precision values are chosen based on analysis of the training data. [12] 
9 FlexibleBayes (NaiveBayes –K) classifier: Class for a Naive Bayes classifier using kernel estimation 
for modeling numeric attributes rather than a single normal distribution. 
10 In future versions other document formats (e.g. pdf, doc) will be also used. 
11 All 1-grams, 2-grams and 3-grams are produced and the best of them according to information gain 
are selected. The final list of the selected n-grams may contain 1-grams, 2-grams and 3-grams. 
12 [explanation] 



For the statistical classification pre-annotated corpora were used. The HTML pages13 were 
preprocessed and tokenized in two different ways. In the first way, all HTML tags were 
removed and only the clean textual content of the document was used for the classification. In 
the second way, both HTML tags and textual content were used. Punctuation marks and white 
characters are used as delimiters for the tokenization process. 
 
Heuristic classification was used only for the advertisement detection. A large part of current 
advertising in internet is associated with a reasonably small group of domains, a simple 
advertisement detection test can be performed by extracting all links on a web page and 
matching these to a known list of advertisement providing domain names. 
 
Finally, in order to do the classification in crawling, we utilized a content classification 
module which had been previously trained on an annotated corpus. We have tested the 
classification performance of the crawler using a corpus of about 2600 English medical web 
sites which have been gathered by our crawler and have been manually annotated as health 
related or not. 1600 of them were used for training and the rest of them for testing. For the 
classification the Weka SMO classifier was used and during the tokenization process all the 
HTML tags of the HTML documents were removed.  
 
Classification evaluation results 
 
Crawling evaluation results 
The evaluation results are presented in the following table. 
<Table of results goes here> 
 
Spidering evaluation results 
The classification performance results are presented below.  
 
  1-grams 1/2/3-grams 
  Tags removed Tags not-rem. Tags removed Tags not-rem. 
  Prec. Rec. F-m. Prec. Rec. F-m. Prec. Rec. F-m. Prec. Rec. F-m.

Naïve Bayes 0.66 0.91 0.77 0.58 0.92 0.71       
Flex. Bayes 0.71 0.78 0.75 0.74 0.79 0.76       

A
du

lts
 

SMO 0.81 0.79 0.80 0.84 0.84 0.84       
Naïve Bayes 0.94 0.87 0.90 0.76 0.90 0.83       
Flex. Bayes 0.96 0.82 0.88 0.77 0.89 0.82       

C
hi

ld
r

SMO 0.93 0.91 0.92 0.97 0.84 0.90       
Naïve Bayes 0.94 0.87 0.90 0.76 0.90 0.83       
Flex. Bayes 0.96 0.82 0.88 0.77 0.89 0.82       Pr

of
. 

SMO 0.93 0.91 0.92 0.97 0.84 0.90       
Table 1 – Target audience (Adults: 102 / Children: 98 / Professionals: 96 samples ) 

 
 

 1-grams 1/2/3-grams 
 Tags removed Tags not-remov. Tags removed Tags not-rem. 
 Prec. Rec. F-m. Prec. Rec. F-m. Prec. Rec. F-m. Prec. Rec. F-m.

Naïve Bayes 0.75 0.90 0.72 0.78 0.90 0.83       
Flex. Bayes 0.73 0.90 0.81 0.74 0.87 0.80       

SMO 0.84 0.84 0.84 0.85 0.77 0.81       
Table 2 – Contact info (109 positive samples / 98 negative samples) 

 

                                                 
13 In future versions other document formats (e.g. pdf, doc) will be also used. 
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 1-grams 1/2/3-grams 
 Tags removed Tags not-remov. Tags removed Tags not-rem. 
 Prec. Rec. F-m. Prec. Rec. F-m. Prec. Rec. F-m. Prec. Rec. F-m.

Naïve Bayes 0.78 0.87 0.83 0.82 0.88 0.85       
Flex. Bayes 0.75 0.92 0.83 0.78 0.87 0.83       

SMO 0.90 0.82 0.86 0.88 0.81 0.84       
Table 3 – Virtual Consultation (100 positive samples / 101 negative samples)  

 
 1-grams 1/2/3-grams 
 Tags removed Tags not-remov. Tags removed Tags not-rem. 
 Prec. Rec. F-m. Prec. Rec. F-m. Prec. Rec. F-m. Prec. Rec. F-m.

Naïve Bayes 0.93 0.83 0.88 0.88 0.85 0.86       
Flex. Bayes 0.88 0.91 0.89 0.87 0.83 0.85       

SMO 0.89 0.89 0.89 0.87 0.81 0.83       
Table 4a (Statistical classification) – Advertisements (100 positive samples / 104 negative samples) 

 
 

 Precision Recall F-measure 
Heuristic classification 0.84 0.72 0.78 

Table 4b (Heuristic classification) – Advertisements 
 
 
6. Conclusion and Future work 
 
Future work: 

• Examine more classification algorithms 
• Use structure properties and meta-information of HTML documents for classification 
• Handle different types of documents (e.g. pdf, doc, etc.) 
• Incorporate more heuristic methods for classification 
• Use Link Scoring to speed-up the spidering process 
• Test classification in other languages  
• Experiment with larger corpora  
• Test the classification performance in other quality criteria. 

…. 
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